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An Enegy-Efficient MAC protocolfor Wireless
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Abstract—This paper proposesS-MAC, a medium-access commontask.

control (MAC) protocol designedfor wirelesssensor net-
works. Wir elesssensornetworks usebattery-operated com-
puting and sensingdevices; a network of thesedeviceswill
collaborate for acommonapplication suchasernvironmentd
monitoring. We expectsensornetworks to be deployedin an
ad hoc fashion, with individual nodesremaining largely in-
active for long periods of time, but then becomingsuddenly
active when something is detected. These characteristics
of sensornetworks and applications motivate a MAC that
is different from traditio nal wirelessMACs such as IEEE
80211 in almost every way: enermgy consewnation and self-
configuration are a primary gods, while per-node fair ness
and latency are lessimportant. S-MAC usesthree novel
techniquesto reduceenergy consumptionand support self-
configuration. To reduceenergy consumptionin listening to
anidle channel,nodesperiodically sleep.Neighboring nodes
form virtual clusters to auto-synchronize on sleepschedules.
Inspired by PAMAS [10], S-MAC alsosetsthe radio to sleep
during transmissionsof other nodes.Unlik e PAMAS, it only
usesin-channel signaling. Finally, S-MAC applies message
passing to reducecontention latency for sensornetwork ap-
plications that require store-and-forward processingasdata
movesthr ough the network. We evaluate our implementa-
tion of S-MAC over a samplesensornode, the Mote, devel-
oped at University of California, Berkeley (UCB). The ex-
periment resultsshow that, on a sourcenode,an 80211-like
MA C consume®—-6times moreenergy than S-MAC for traf-
fic load of 1-10s/message.

Keywords— Medium AccessControl, Wir elessNetworks,
SensorNetworks

. INTRODUCTION

IRELESS sersor networking is an emeping tech

nology that has a wide rangeof potential appi-
cations including ervironmert monitaring, smartspaes,
medicd systansandrobatic exploration. Sucha network
normaly conrsistsof a large numberof distributed nodes
that organize themslves into a multi-hop wireless net-
work. Each node has one or more senses, embeddd
processos and low-powerradios, andis normdly battey
opeiated. Typically, thes nodes coorinat to perfom a
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Like in all shaed-mediun networks, medium acces
control (MAC) is animportant techrique that enaltes the
sucessfulopemationof thenetwork. Onefundamentaltask
of the MAC protocol is to avoid collisionsso thattwo in-
terfering nodesdo nottransmitatthesametime. Thereare
mary MAC protaocols that have beendeveloped for wire-
lessvoice anddatacommuni@tion networks. Typical ex-
amplesncludethetime division multiple access(TDMA),
code division multiple aceess(CDMA), and contention-
basel protocolslike IEEE802.11

To designa good MAC protocol for the wirelesssen-
sornetworks, we have corsideral thefollowing attributes.
Thefirst is the enepy efficiency. As staedabove, senso
nodes arelik ely to be battery powered,andit is oftenvery
difficult to change or rechage batteiesfor thes nodes In
fact, someda we expect somenodesto be cheapenaugh
thatthey arediscadedrathe thanrecharged Prolongng
network lifetime for these nodes is a critical isste. An-
othe importart attributeis the scdability to the chang
in network size, node densty andtopology. Somenodes
may die over time; somenen nodes mayjoin later; some
nodes maymoveto differentlocations Thenetwork topolk
ogy chargesover time aswell dueto mary reasms. A
goodMAC protocol shoud easilyaccanmodatesuchnet-
work changes. Otherimportantattributesincludefairness,
latercy, throughpu and bandvidth utilization. Theseat-
tributes are generdly the primary concens in tradtional
wireless voice and datanetworks, but in sersor networks
they aresecomary;,

This pape preentssenso-MAC (S-MAC),anev MAC
protocol desigred explicitly for wirelesssensr networks.
While redudng energyconsumptian is the primary god
in our desgn, our protocol also hasgood scaldility and
collisionavoidance capalility. It achiezesgoad scahbility
and collision avoidance by utilizing a combned schealul-
ing and contention schane. To achiese the primary god
of enagy efficiency, we needto identify whatarethemain
sourcesthat causednefficient useof energyaswell aswhat
tradeoffs we canmalke to redue enegy conaumption

We have identified the following major soucesof en-
ergy waste. Thefirst oneis collision. Whena transnitted
pacletis corruptedit hasto be discarded andthe follow-
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on re-transmisgns increaseenergyconamption Colli-
sionincreaseslateng/ aswell. Thesecad souceis over
heaing, i.e., a node picks up paclets that aredegined to
othea nodes. Thethird soure is the control paclket over
head Sendirg and receving control paclets consumes
energytoo, andlessusefd datapackets canbe trangnit-
ted. The last major source of inefficiency is the idle lis-
tening, i.e., listening to receive possble traffic that is not
sent Thisis espedally truein mary senso network appi-
cations. If nothing is sensd, nodesarein idle modefor
mostof the time. However, in mary MAC protocols such
as|EEE 80211 or CDMA nodesmustlistento the chan
nel to receive possible traffic. Many measureentshave
shawn thatidle listening consimes50-100% of the en-
emgy requiredfor recaving. For example,StemmandKatz
measuethattheidle:receive:sendatiosarel:1.051.4[8],
while the Digitan 2 Mbps WirelessLAN module (IEEE
80211/2Mbgs) specificdion showsidle:receve:®nd ra-
tiosis 1:2:25[9].

S-MAC tries to redue the wasteof eneagy from all the
above sour@s. In exchangewe acceptsomeredudion in
both perhop fairnessandlatercy. Although perhop fair-
nessandlatercy areredwced,we will argue thatthereduc-
tion doesnot necesarily resut in lower end-to-end fair-
nessandlatency.

In tradtional wirelessvoice or datanetworks, eachuser
desresequd opportunity andtime to accessthe mediun,
i.e, serding or receving packets for their own apgdica-
tions. Perhop MAC level fairnessis thus an importart
isste. However, in sersor networks, all nodes cooperate
for a single commontask. Normally thereis only oneap-
plication. At certain time, a nodemay have dramatially
moredatato sendthansomeother nodes. In this casefair-
nessis not important aslong as apgication-level perfor-
manceis not degraded. In our protocol, we re-introduce
the conept of messge passing to efficiently transnit a
very long messag. The basicideais to divide the long
messaginto smallfragmens andtransmitthemin aburst.
Theresut is thata nodewho hasmore datato serd gets
moretime to acces the medium. This is unfair from a
perhop,MAC level persgective, for thosenodes who only
have someshortpadetsto send since their shortpadets
have to wait a long time for very long paclets. However,
aswe will shav later, messag pas$ng canachie\e enagy
savings by reducng control overhea and avoiding over
heaing.

Lateng canbeimportart or unimpatantdependirg on
what application is running andthe nodestate. During a
periodthatthereis no sersingevent, thereis normallyvery
littl e dataflowing in the network. Most of thetime nodes
arein idle stae. Sub-seondlatercy is notimportant, and

we cantradeit off for enegy savings. S-MAC therdore
lets nodes periodicdly slee if othemwise they arein the
idle listening mode.In thesleepmode,anode will turn off
its radio. Thedesignredwcesthe enegy consunptiondue
toidle listening However, thelatercy is increasedsincea
sencaer mustwait for the recevver to wake up before it can
sendoutdata

An importantfeature of wireless sersor networks is the
in-network dataprocessimy. It cangreatly reduwe energy
consumptioncompaedto transnitting all the raw datato
the endnode [11], [12], [13]. In-network processingre-
quires store-andforward processirg of messags. A mes-
sageis a meanindul unit of datathat a node can pro-
cess(average or filter, etc.). It may be long and cont
sistsof mary small fragmens. In this case,MAC proto-
colsthatpromotefragmer-level fairnessactudly increase
messag-level latercy for theapdication. In contast,mes-
sagepassig reduesmessge-level latercy by trading off
thefragmeri-level fairness.

To demorstratethe effectivenessand measue the per-
formarce of our MAC protocol, we have implementedit
onourtestledwireless senso nodes,Motes, developed by
University of California, Berkeley [3]. The motehasa 8-
bit Atmel AT90LS8535microcontrdler runningat4 MHz.
It hasalow power radio transcever modue TR1000from
RF Monolithics, Inc [7], which operdesat916.5 MHz fre-
guercy andprovidesatrangnissionrateof 19.2Kbps. The
mote runson a very small eventdriven opeating sygem
called TinyOS[4]. In orde to compake the perfomance
of our protocol with someother protocols, we alsoimple-
menteda simplified IEEE 802.11MAC on this platform.

The contributionsof this work aretherebre:

« Theschemeof periodic listenandsleg redwcesenergy
consumption by avoiding idle listening The use of syn

chranization to form virtual clustes of nodes on the same
sleepschedile. Theseschalulescoordnatenodesto min-

imize additonal latercy.

« Theuseof in-channelsignaling to puteachnodeto sleg

whenits neighbor is transmiting to anaher node. This

methodavoids the overhearing problemandis insprred by

PAMA S [10], but doesnotrequire anadditionalchamel.

« Applying messag passng to reduce application

percéved latency and contol overhead. Pernode

fragmeri-level fairness is reducel since senso network

nodes areoften collaboraing towardsa singe apgication.

« Evaluating an implemenation of our nevw MAC over

sen®r-net specifichardvare.

1. RELATED WORK

Themediumacasscontrol is abroadreseach areg and
mary resarchas have done reseachwork in thenew area
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of low powerandwireless senso networks[15], [16], [17],
[18].

Currert MAC desig for wirelesssenso networks can
bebroady dividedinto conterion-basedand TDMA pro-
tocds. The stardardized IEEE 802.11distributedcoord-
nation function (DCF)[1] is anexampleof thecontention
basel protacol, andis mainly built on the reserch pro-
tocd MACAW [2]. It is widely usedin ad hoc wireless
networks becawse of its simplicity and robustnes to the
hidden terminal problem. However, recent work [8] has
showvn thattheenegy consumptionusing this MAC s very
high whennodesarein idle mode. This is mainly dueto
theidle listening. PAMAS [10] madeanimprovementby
trying to avoid theoverhearingsamongneighboring nodes.
Our paper alsoexploits similar methodfor enegy savings.
The main difference of our work with PAMA S is thatwe
do not useary out-d-channel signding. Wherea in PA-
MAS, it requrestwo indepenaknt radio chamels, which
in mostcasedndicatestwo independentradio systenson
eachnode. PAMA S doesnot addressthe issueof redue@
idle listening.

The othe classof MAC protacols are basedon reser-
vation and scheduling, for example TDMA-basedproto
cols. TDMA protocols have a natual advantageof en-
ergy congervation compaed to contertion protocols be-
cau® the duty cycle of the radio is redued and thereis
no contention-introducedoverheadand collisions How-
ever, using TDMA protoml usually requresthe nodesto
form realcommuniation clugers,like Bluetoah [14] and
LEACH [17]. Managirg inter-clustercommuni@tion and
interfererceis notaneasytask Moreover, whenthe num-
ber of nodes within a cluster charges, it is not easyfor a
TDMA protocol to dynamically chang its frame length
andtime slotassigment. Soits scaldility is normallynot
asgoad asthatof a contentionbasel protocol. For exam-
ple,Bluetodh mayhave atmost8 actve nodesn acluger.

Sohralh and Pottie [16] propcsed an self-orgarization
protocol for wireless sen®r networks. Eachnode main-
tains a TDMA-lik e frame, called superframe, in which
the node schediles different time slots to commuricate
with its known neighbors At eachtime slot, it only
talks to one neighbor. To avoid interfererce betweenad-
jacent links, the protocol assgns different channels,i.e.,
frequeny (FDMA) or spreadingcode(CDMA), to poten
tially interfering links. Although the superframestrudure
is similarto a TDMA frame,it doesnot preventtwo inter-
fering nodesfrom accessingthe mediumat the sametime.
The actual multiple acces is accomgished by FDMA or
CDMA.

Picond [15] is an architecture desgnedfor low-power
ad-hoc wirelessnetworks. Oneinterestirg featue of pi-

cond is thatit alsoputsnodesinto periodc sleepfor en-
emlgy consevation. The schemethat piconet usesto syn
chronize neighboring nodesis to let a nodebroadcastits
nodeid befare it starslistening If anode wantsto talk to
aneighboring node it mustwait until it recavestheneigh
bor’s broactast.

Woo and Culler [18] examineddifferent configuations
of carrie sensemultiple accesgCSMA) andproposedan
adapive rate control mecharmsm, whosemain goal is to
achiee fair bandvidth allocationto all nodesin a multi-
hop network. They have usedthe motesand TinyOS plat-
form to testandmeasue differentMAC schemesin com-
parison, our approachdoesnot promotepernodefairness,
andeventradeit off for further enegy savings.

I11. MAC ProTocoL DESIGN

The main goal in our MAC protocol desiq is to re-
duce eneagy conaumption while suppating good scala
bility and collision avoidance. Our protccol tries to re-
duceenegy consumptionfrom all thesourcesthatwe have
idertified to causeenagy waste,i.e,, idle listening, colli-
sion, overhearing and control overhead. To achiee the
design goal, we have developedthe S-MAC that conssts
of threemajorcompaents periodic listen andslee, col-
lision and overhearing avoidance and messagepassim.
Before de<ribing them we first discus our assimptiors
abou thewirelesssensr network andit applcations.

A. Network and application assumptions

Sincesen®r networks aresomavhat different thantra-
ditional IP networks or ad hoc networks of laptgp com-
putes, we next summarizeour assumgbns abou senso
networks andappications.

We expect sensr networks to be compo®d of mary
small nodesdefdoyed in an ad hoc fashon. Senso net-
works will be compesedof mary small nodesto take ad-
vantage of physial proximity to the target to simplify
signal processing. The large numberof nodes can also
take adwvantage of shortrange, multi-hop commurication
(instead of long-range communi@tion) to corsene en-
emgy [11]. Mostcommuncationwill be betweemodesas
peers rather thanto a sinde basestatin. Becausehere
are mary nodes they will be deployed casudly in an ad
hoc fashbn, rather thancaretully postioned. Nodesmust
therdore self-configure

We expect most senso networks to be dediatedto a
singe applicationor afew collabordive applicatiors, thus
rathe thannodelevel fairness(lik e in the Internet), we fo-
cuson maximizingsystem-wia applicationperfomance.

In-network procesingis critical to senso network life-
time [12], [13]. Sincesen®r networks are committedto
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Sleep Sleep

time

Fig. 1. Periodiclistenandsleep.

oneor afew apgications,apdication-speific codecanbe
distributed through the network and activatedwhen nec-
essay or distributed on-demand.Technigessuc asdata
aggegation canreduwe traffic, while collaborative sigral

processimg canreduc traffic andimprove sensng quality.

In-network processingimplies thatdatawill be processed
as whole messgesat a time in storeand-forward fash

ion, sopaclet or fragmeri-level interleaving from multiple

sourcesonly delays overall latency.

Finally, we exped tha apdicationswill have longidle
periodsandcantoleratesomelatercy. In senso networks,
the application suchassuneillance or monitaring will be
vigilant for long periods of time, but largely inadive un-
til something is detected. For suchapplications, network
lifetime is critical. Theseclasesof applcations can of-
tenalsotoleratesomeaddtional latercy. For exampke,the
speeal of the sengd object placesa bourd on how rapidly
the network mustdetect anobject. (Oneapplicationlevel
appoachto managdateng is to depby a slightly larger
sen®r network and have edgenodesraise the network to
heightenal awarenes whensomehingis detected.)

Theseassumptions aboutthe network and appication
strongly influence our MAC desgn andmotivate its differ-
ences from existing protomls suchas80211.

B. Periodic Listen and Seep

As statedabove, in mary senso nework applcations,
nodesarein idle for along time if no senéng event hap-
pens Giventhefactthatthe datarateduring this periad is
very low, it is not neessaryto keep nodes listening all the
time. Our protoml redu@sthelistentime by letting node
go into periodic sleepmode. For example if in eachsec-
ondanodeslegsfor half semndandlistensfor the other
half, its duty cycle is redwcedto 50%. Sowe canachieve
closeto 50%enepgy savings.

B.1 BasicScheme

Thebast schemds shavn in Figurel. Eachnodegoes
to sleg for sometime, and thenwakes up and listers to
seeif ary othe nodewantsto talk to it. During sleep, the
nocde turns off its radio, and setsa timer to awake itsdf
later.

The durdion of time for listening and sleepng canbe
selected accoding to different applcation scenaios. For
simplicity thesevalues arethe samefor all the nodes.

C A B D

Fig. 2. Neighbaing nodes A andB have differentschedules.
They synchronizewith nodesC andD respectiely.

Our schane requires periodic syndironization among
neighboring nodes to remedytheir clock drift. We use
two techiquesto malke it robustto synctronizaion errars.
First, all timestampghatareexchargedarerelatve rathe
than absolute. Secoml, the listen periad is significantly
longerthanclock erroror drift. For example thelistendu-
ration of 0.5sis morethan10° timeslonger thantypica
clock drift rates. Comparedwith TDMA schaneswith
very shat time slots our schemerequires much loose
syndronizationamongneighooring nodes

All nodesare free to chocse their own lister/sleg
schalules.However, to reducecontrol overheal, we prefer
neighboring nodesto synchronize togeher. Thatis, they
listen atthe sametime andgo to sleg atthe sametime. It
shoud be noticed that not all neighboring nodes cansyn
chronize togeterin a multi-hop network. Two neighbor-
ing nodes A and B may have different schedulesif they
eachin turn mustsynchronizewith differentnodes,C and
D, resgectively, asshown in Figure2.

Nodesexchangetheir schedilesby broadcasing it to all
its immediateneighbors. This ensuesthat all neighbor-
ing nodes cantalk to eachothe evenif they have different
schalules.Forexample,in Figure2 if node A wantsto talk
tonodeB, it just waituntil B is listening. If multiple neigh
borswantto talk to a node they needto contendfor the
medium.The contention mechaiismis the sameasthatin
IEEE802.11] i.e., using RTS (Request To Send)andCTS
(ClearTo Send)paclets. The node who first send out the
RTS paclet wins the medium,andthe receiver will reply
with aCTSpaclet. After they statt datatransmissia, they
do notgoto periodc sleg until they finish trangmission

Anothe charateristic of our schemeis that it forms
nodes into a flat topology. Neighboring nodes are free
to talk to eachotherno matterwhatlisten schedilesthey
have. Thereis no clusteringandthusno inter-cluger com-
municdionsandinterferen@. This schemeis quite easyto
adapt to topology charges. We will talk abou this isswe
later.

The downside of the schemels that the latency is in-
creagddueto the periodic sleg of eat node. Moreover,
the delay canaccumuate on eachhop. Sothelatency re-
guirementof theapplicationplaces a fundamentallimit on
thesleeptime.
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B.2 Choo$ng andMaintaining Schedies

Before eachnodestats its periadic listen andsleep it
needto choseaschaluleandexchargeit with its neight
bors Eachnodemaintairs a schedule table thatstores the
schalulesof all its known neighbors

The first situation is that, during the startup phaseof
the network, all nodes have not yet hada schedile. They
follow the stepsbelow to chocsetheir own schelulesand
estadlish their scheduletables.

1. A noce first listers for a certdn amour of time. If it

doesnot heara schedile from anotter node it randanly
chocsesa time to go to sleg andimmediatly broadtast
its schedile: I'm going to sleepafter t secands. We call

suchanodeasyndronizer.

2. If anodereceves a schalule from a neighbor befare
choasing its own schedile, it just follows this neighbor's
schelule,i.e, setits schedileto bethesame.We call such
a node a follower. It thenwaits for a randam delay (for

collision avoidana) andbroadcastdts schalule.

3. If anodereceivesa neighbor’s schalule after it seleds
its own schedlle,it adgtsboth schediles(i.e.,it schediles
itself to wake up atthetimesof bothis neighboranditself).

It broadcass it own schealule befare going to sleep

It is possble that someneigtboring nodesfail to dis-
cover eachothe dueto collisions of thosebroadcass at
somenodes They may still find eachotherlaterin their
subgquen periadic listening.

Now we look at how a new nodecanjoin an existing
neighbortood. Firstof all, thenew nodemayneedto listen
for arelatively long time until discovers oneactive node.
Thenthe new nodecansenda INTRO padket to the dis-
coveral neighlor to annainceits existence. Uponreceiv-
ing the INTRO packet, the neigtbor will reply to the new
nocde by forwardng its schediletable. Thenew nodetreas
all the nodesontable aspotential neighborsandwill try to
contactthem later. If the new nodecanfind asynclronizer
it will try to follow it. Otherwisit needto chocsealisten
schalule by its own andupdateits neighborslater on.

On the otherhard, whena sende and a recever have
finished transmission they donotgoto sleepimmediatdy.
In steal, they keeplisteninguntil their next sleepintervals
come. This givesa charce for the new nodeto introduce
itself.

To illustrate this algarithm, consder a network where
all nodes canheareachothea. Thetimer of onenodewiill
fire first andits broactastwill synchronize all of its peas
onits schedule If insteal two nodesindependetly assign
schalules(either becawgethey canrot hea eachotha, or
becaisethey happento transnit at nearlythe sametime),
those nodes on the border betweenthe two schaluleswiill

Receiver Listen
for SYNC | for RTS Sleep

Sender 1 SYNC

. CS H Sleep
Sender 2 RTS

| CSs Send data if CTS received
Sender 3 SYNC RTS

. CS H CS Send data if CTS received

Fig. 3. Timing relatiorship betweena recever and different
sendes. CSstanddor carriersense.

adop both.

B.3 Maintaining Synctronization

The lister/sleep schame requres synchrorization
amongneighboring nodes. Although the long listen time
cantoleratefairly large clock drift, neighboring nodesstill
needto periadically update eachothertheir schedlesto
prevert long-time clock drift. The updating periodcanbe
quite long. The measuremets on our testted nodes show
thatit canbe onthe orde of tensof secomls.

Updatirg schediles is accanplished by sendirg a
SYNC paclket. The SYNC paclet is very shot, and in-
cludesthe node id of the sencer andthe time of its next
sleep The next-sleeptime is relative to the momentthat
thesende finishestransnitting the SYNC paclet (appox-
imatelywhenrecevers getthe paclet). Receverswill ad-
justtheir timer countersimmedidely afterthey receive the
SYNC paclet.

Each synchrorizer neeals to periodicdly send SYNC
pacletsto its followers If afollower hasa neighbor that
hasa differentschalulewith it, it alsoneedgo upd&e that
neighbor Thefollower doesnotneedto updat ary neigh
borsthathave the sameschedile with it.

In orde for a nodeto recave both SYNC paclets and
datapaclets, we divide its listen interval into two parts.
Thefirst partis for receving SYNC paclets,andthe sec-
ondoneis for receving RTS paclkets,asshownin Figure3.

Figure3 alsoshavsthetiming relaionshp of three pos
sible situdions that a sende transmitsto a recever. CS
standa for carrier seng. In thefigure,sender 1 only send
aSYNC paclet. Sender2 only wantsto senddata Sender
3send aSYNCpacketanda RTS padet.
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C. Caoallision and Overhearing Avoidance
C.1 Collision Avoidance

Sincemultiple sendtrs may want to sendto a receiwer
at the sametime, they needto contend for the medium.
Amongcontention basedrotomls, the80211doesavery
goad job of collision avoidanae. Our protol follows sim-
ilar procedures including both physial andvirtual carrier
seng and RTS/CTS excharge. We admpt the RTSICTS
mechatsm to addessthe hidden termind problem [2].

All sendbrs perform carrier serse befare initiating a
transmission If a nodefails to getthe medium,it goes
to sleepand wakes up whenthe recever is free and lis-
tening again. Broadcast paclets are sert without us-
ing RTS/CTS. Unicast paclets follow the seqience of
RTS/CTS/DATA/ACK betweenthe sende and the re-
ceiver.

Thereis aduraion field in eachtransmittedpadet that
indicateshow long theremainirg transmissionwill be. So
if a nodereceves a paclet degined to anoher node, it
knowshow long it hasto keep silent. The noderecords
this valuein anvariable called the network allocationvec-
tor (NAV) [1] and setsa timer for it. Every time when
the NAV timer fires, the node decranentsthe NAV value
until it reacles zero. When a node hasdatato serd, it
first looks atthe NAV. If its valueis not zero,the nodede-
termines that the mediumis busy. This is called virtual
carrier serse. The mediumis determired asfree if both
virtual andphyscal carrier senséndicatethatthe medium
is free.

C.2 Overhaaring Avoidance

In 802.11eachnodekeepdistening to all transmissiors
from its neighborsin orderto perform effective virtual car
rier sengng. As aresut, eat nodeoverheasalot of pack
etsthatarenotdirededto itsdf. Thisis asignificantwaste
of enegy, especially whennodedersity is high andtraffic
loadis heavy.

Our protacol triesto avoid overhearingby letting inter-
fering nodes go to sleg after they hea the RTS or CTS
paclket. Sincethe DATA paclket is nomally muchlonger
thanthe contrd padets,the approachprevent the neigh
boring nodesfrom overheaing thelong DATA padetand
thefollowing ACK. In next subsetion we descibe how to
efficiently transmitalong packet combining with theover
heaing avoidance Now we look at which nodes shoud
goto sleg whenthere is anactive transnissiongoing on.

As shawn in Figure 4, node A, B, C, D, E, and F
formsamulti-hop network whereeachnodecanonly hear
the transmisionsfrom its immedide neighbors. Supposg
node A is currertly transmitting a datapaclet to B. The

o~ Yo o —— @ o~ e

E C A B D F

Fig.4. Who shouldsleepwhennock A is transmittingto B?

quegion is, which of the remainng nodesshoud go to
sleepnow.

Remembethat collision happensat the recever. It is
clearthatnodeD shoud go to sleepsinceits transmissia
interfereswith B’s receiion. It is easyto showv thatnode
E andF do not produceinterference sothey do not neal
to go to sleep. Shoud nodeC goto slee® C is two-hop
away from B, andits transnissiondoesnot interfere with
B’sreceftion, soit is freeto transmitto its othe neighbolis
like E. However, Cis unable to getary reply from E, e.g.,
CTS or data, beauseE’s transmision collideswith A’s
transmissionat node C. So C’s transnissionis simply a
wasteof enggy. In summaryall immedide neighbors of
both the sendkr and the recaver shoud slee after they
hearthe RTS or CTSpacketuntil the currert transmissim
is over.

Eachnodemaintans the NAV to indicatethe activity in
its neighborlood. Whena noderecevesa paclet destned
to othernodes it updaesits NAV by the durationfield in
the paclet. A non-zeroNAV valueindicatesthatthereis
anactive transmissionin its neighbortood. TheNAV value
decranentsevery time whenthe NAV timer fires. Thusa
nodeshauld sleepto avoid overhearingif its NAV is not
zero. It canwake up whenits NAV beammeszera

D. Message Passing

This sulsection descibes how to efficiently transmit a
long messagen both enegy andlatency. A messge is
the collection of meanngful, interrelatedunits of data It
canbealong series of packetsor shott packet, andusually
therecever need to obtainall the dataunits befare it can
perform in-network dataprocessimg or aggegation

The disadvantagesof transmiting a long messag asa
singe padet is the high cog of re-transmittng the long
paclet if only a few bits have been corruptedin the first
transmission However, if we fragmert the long messag
into mary independen small paclets,we have to pay the
pendty of large control overhea andlonge delay It is so
becaisethe RTS and CTS paclets are usedin contention
for eachindependat paclet.

Ourapprachis to fragmentthelong messaginto mary
smallfragmerns, andtransmitthemin burst Only oneRTS
paclet and one CTS paclet areusal. They reseve the
mediumfor transmiting all the fragments. Every time a
datafragmert is transmitted, the serderwaits for an ACK
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from therecever. If it failsto recave the ACK, it will ex-
tendtheresavedtransmissiontime for onemorefragment,
andre-transmitthe currert fragmen immediatey.

As befare, all packetshave the duraion field, which is
now thetime neede for trangmitting all theremairing data
fragmentsand ACK paclets. If a neighboring nodeheas
aRTSor CTSpacket, it will goto sleepfor thetimethatis
neeckdto transnit all the fragmernts.

The purposeof using ACK after eachdata fragmen is
to prevert the hiddenterminalproblem. It is possble that
a neighboring nodewakes up or a newv noce joins in the
middle of atransmission If the nodeis only the neighbor
of therecever but not the senckr, it will not hearthe data
fragmentsbeing sentby thesenderlf thereceverdoesnot
sendACK frequently, the new nodemay mistalenly infer
from its carrier sersetha the mediumis clear If it stats
transmitting, the current transmissionwill be corruptedat
thereceier.

Eachdatafragmentand ACK paclet alsohasthe dura-
tion field. In this way, if a nodewakesup or a nev node
joinsin themiddle,it canproperly go to sleepno matterif
it is the neighbor of the sende or thereceiwer.

It is worth to notethat IEEE 80211 also hasthe frag-
mentaion suport. We shodd point out the differencebe-
tweenthatschanewith our messag@assing.

In 802.11 the RTSand CTSonly resevesthe medium
for thefirst datafragmentandthefirst ACK. Thefirst frag-
mentand ACK thenresenesthe medium for the secoml
fragmentand ACK, andsoforth. Sofor eachneighboring
node, afterit receivesafragment or an ACK, it knows that
thereis onemorefragmentto be sent.Soit hasto keeplis-
tening until all the fragmentsaresent. Again, for energy-
congrained nodes, overhaaring by all neighborswastesa
lot of eneqgy.

Thereasm for 802.11to do sois to promok fairness.
If thesencerfailsto getan ACK for ary fragment,it must
give up the tranrsmissionandre-oconterd for the medium.
So othernodes have a chanceto transmit This caugsa
long delay if thereceverreally neal theentiremessagto
startprocessirg. In contrast, messge passig extendsthe
transmissiontime and re-transmitsthe current fragment.
Thusit hasfewer contentionsanda small lateng.. There
shoud be a limit on how mary extersionscanbe made
for eachmessagén casethatthereceveris really deador
lost in connection during the trangnission However, for
sen®r networks, applicationlevel fairnessis the goal as
opposedto pernodefairness.

IV. PROTOCOL IMPLEMENTATION

Thepurpaseof ourimplementation is to demorstratethe
effectivenessof our protacol andto compareour protocol

Fig.5. TheUCB ReneMote.

with 80211 throughsomebast experiments.

A. Testbed

We useReneMotes developedat UCB [3], asour de-
velopment platform and testbel (seeFigure5). A mote
is slightly larger thana quarte. The heat of the nodeis
the Atmel AT90LS8535microcontrdler [6], whichhas8K
bytes of proggammableflashand 512 bytes of datamem-
ory.

Therado transeiver on the moteis the model TR1000
from RF Monolithics, Inc [7]. Whenusingthe OOK(on-
off keyed) modulaton, it provides a transmision rate of
19.2 Kbps. It hasthree working modes,i.e., recaving,
transmitting and sleep eachdrawing the input current of
4.5mA, 12mA (peak) and5uA respetively.

Our motesuse TinyOS, an efficient eventdriven oper-
ating system[4], [5]. It provides the bast mechaism
for paclet transmitting, recaving andprocessirg. TinyOS
promoesmodulaity, datasharng andreuse.

As of July 2001, the standhrd release of TinyOS has
only one type of packet, which conssts of a heade, the
payloadandacyclic redurdang check(CRC).Thelength
of the healer or the payload can be chargedto different
values. However, once they are defined,all paclets have
the sameength andformat. In our MAC implement&on,
the heade, payload and CRCfields have 6B, 30B and2B
respetively.

Normally the contol paclets, suchas RTS, CTS and
ACK, arevery shortandwithout payload. Sowe have cre-
atedan othe paclet type in TinyOS, the control paclet,
which only hasthe 6-byte healerandthe 2-byte CRC.We
have modified severd TinyOS comporentsto accanmo-
datethe new paclet. This enabesusto efficiently imple-
mentMAC protocolsandaccuately measurgheir perfor-
mance.

B. Implementation of MAC protocols

We have implemenedthreeMAC modueson the mote
andTinyOSplatform, aslisted belaw.
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1. SimplifiedIEEE 802.11 DCF
2. Messag passim with overhearingavoidance
3. Thecompldge S-MAC

For the purpcse of perfoomancecompaison, we first
implemened a simplified version of IEEE 802.11DCF.
It hasthefollowing majorpieces: phydcal andvirtual car
rier seng, badkoff andretry, RTS/CTS/DATA/ACK paclet
exchange,andfragmenation support.

The duration of ead carrier serse is a randam time
within the contention window. Therandamization is very
importantto avoid collisions at thefirst step For simplic-
ity, the conteriion window doesnot exporentialy increase
whenbacloff hapens.Thefragmentatian support follows
the sameprocedire asin IEEE 80211 standad [1] andis
descibedin Section3 of this pape.

With 80211 the radio of eachnode does not go into
slegp mode. It is eithe in listen/receving modeor trans-
mitting mode.

The secand modue is the messag pasing with over-
heaing avoidana. It achiewesenegy savings by avoid-
ing overhearing redwcing contrd overheadandcontention
times. It doesnot include the periad listen andsleep So
there is no addtiona delaycompaing with the simplified
IEEE 802.11 Theradio of eachnode goesinto the sleg
modeonly whenits neighborsarein trangnission

With the messag pasing modulein hand we have in-
corporatedthe periodic listen and sleep,and completed
most basc functionalities in S-MAC. Currertly, the lis-
ten time for eachnode is 300ms,and sleeptime can be
charged to different values, sud as 300ms 500ms, 1s,
etc., which makes different duty cycles of the radio. We
can also speify the frequency that the SYNC paclet is
sentfor schedule update betweenneighboring nodes. In
our following experiments, we have chose the sleg time
as 1 secom andthe frequency for schelule updde is 10
listen/sleg periad, i.e., 13 secormls.

It shodd benotedthatthe energysavingsin the currert
implemenation is only dueto the sleg of the radio. In
othe words the microcontroller doesnot go to sleep It
actually hasa sleepmode,which consimesmuchlessen-
ergy andcanbe waked up by a low-frequeny watchda
timer. If we putthemicrocmtroller into the slegp modeas
well whentheradiois sleepng, we areableto saze more
energy

V. EXPERIMENTATION

The maingod of the experimentaton descrbedhereis
to measue the enegy consumption of the radio for using
eachof the MAC modules we have implemenged.

Source 2 ~. -~
@}
B

Fig. 6. Topolayy usedin expeiments: two-hop network with
two sourcesandtwo sinks.

A. Experiment Setup

Figure 6 is the topology we usedin our experiment.
Thisis atwo-hagp network with two sourcesandtwo sinks.
Packetsfrom sourceA flow through nodeC andendatsink
D, while thosefrom B alsopass through C but endatE.

We will look at the energyconsumption of eachnode
whenutilizing different MAC protocolsand under differ-
enttraffic loads.

The two soucespeliodicdly gengate a sensng mes-
sage which is divided into somefragments. In the sim-
plified IEEE 80211 MAC, thesefragmeris are sentin a
burd, i.e, RTS/CTSis not used for eachfragment. We
did not measue the 80211 MAC without fragmentatian,
which treds ead fragmentasan independen paclet and
usesRTS/CTS for eachof them, since it is obvious that
this MAC consunesmuchmoreenegy thanthe onewith
fragmenation. In our protocol, messageassing is used,
and fragmens of a messageare always transmittedin a
burs.

We charge the traffic load by varying the inter-arrival
periad of the message. If the messag inter-arrival period
is 5 secands, a messageas gereratedevery 5 secads by
eachsoucenode. In our foll owing experiments,the mes-
sageinter-arrival period variesfrom 1sto 10s.

For eachtraffic patten, we have done 10 independen
teststo measue the enagy consumption of eachnode
whenusing different MAC protomls. In eachtest, eat
souice periadically geneates10 messags,which in turn
is fragmened into 10 small datapaclets sugportedby the
TinyOS. Thusin eachexperiment, there are 200 TinyOS
datapacletsto be passd from their source to their sinks

We measue theamourt of time thatead nodehasused
to passthesepaclets aswell asthe perentage time its ra-
dio hassper in eachmode (transmitting, recaving, lis-
tening or sleep. The enegy corsumptia in eachnode
is then calaulated by multiplying the time with the re-
quired power to opelatetheradio in thatmode. We found
the power consumptian from the datashed of the radio
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Fig. 8. Measuredpercemageof time thatthe sourcenodesin
thesleepmode.

transcever, whichis 13.5mW 24.75mW and15uW, in re-
ceiving, transmiting and sleeprespetively. Thereis no
difference betweenlistening and receving in this radio
transcever model.

B. Resultsand analysis

The experimentsare amongthe three MAC modules
we have implementedon our testba& nodes. In the re-
sult grapls, the simplified IEEE 802.11DCF is derpted
as”IEEE 80211". Themessag@assng with overheaing
avoidance is identified as"Overheaing avoidancé. The
complde S-MAC protocol, which includesall pieces of
our new protacol, is dendedas”S-MAC”.

We first look at the expeliment resuts on the sour@
nodesA andB. Figure7 is the measued average eneggy
conaimptionfrom these two nodes. Overall speaking, S-
MAC savessignificaentamountof enegy. In theheavy traf-
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fic case i.e, the messag interarrival periad is lessthan

4s,IEEE802.11MAC usesabou 2 timesmoretheenergy
thanS-MAC. Thisis becaseeachnodegoesto sleepwhen
the othe nodeis sendng. Soeneagy saving is mainly due
to overhearingavoidance Sothemodue of messgepass

ing with overheaing avoidana obtansroughly the same
resut asthe complde S-MAC.

Whenthe messagénter-arrival period is larger than4s,
traffic load becoms light. In this case,the compléae S-
MAC protocol hasthe bestenegy property, andfar out-
perfooms802.11 MAC. Messaggassimg with overheaing
avoidance also perfams betterthan 802.11MAC. How-
ever, asshawn in thefigure,whenidle listening dominates
the total enegy consumption the periodic sleepplays a
key role for enegy savings. The enegy consumption of
the S-MAC is almostindepenentof thetraffic patern.

Figure 8 shaws the percertage of time that the soure
nodes arein the sleepmode. It is interesting that the S-
MAC protocol adjuststhe sleg time accading to traffic
pattans. Whenthereis littl e traffic, the node hasmore
sleeptime (althaugh there is a limit by the duty cycle of
thenode i.e, theratio of thelistenandsleeptime). When
traffic increases,nodes have fewer charcesto go to peri
odic sleg andthussperd moretime in trarsmission

Thisis a usefu featurefor senso network applicatiors,
sincethetraffic loadindeedchargesovertime. Whenthere
is no sersing event, the traffic is very light. Whensome
nodes detects an event, it may trigger a big senso like a
camera,which will genente heary traffic. The S-MAC
protocol is able to adaptto the traffic charges. In com-
parison, the moduke of messaggassing with overheaing
avoidance doesnot have periodic slegp, andnodessperd
moreandmoretime in idle listening whentraffic load de-
crea®s.
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Figure9 showsthe measurd enegy consimptionin the
intermediatenode C. We canseein the light traffic case,
it still outperformsthe [EEE 802.11MAC. In heare traffic
caseit consumesslightly moreenegy thanlEEE 802.11.
Onerea®nis that S-MAC hassynchronzation overhead,
i.e., sendirg andreceving SYNC packetsfor periodc lis-
tenandsleep Anothe reasonis that S-MAC introduces
morelateng/ andactually usesmoretimeto passhesame
amourt of data If we normalze the enagy consumptian
by the amour of time, S-MAC have a smallervalue per
unit time.

V1. CONCLUSIONS AND FUTURE WORK

This paper presets a nev MAC protocol for wireless
sen®r networks. It hasvery goodenergyconseving prop-
erties compaing with IEEE 80211. An andherinterest-
ing propety of theprotoml is thatit hastheability to malke
trade-offs betweenenegy and lateng/ accading to traf-
fic condtions. The protocol hasbeenimplemenedon our
testled nodes,which shavs its effectivenes.

Our future work includesmore andytical study on the
energyconsimptionandthelatercy aswell ashow proto-
col parametersaffect their tradeoffs. More implemena-
tion work is neadedfor the caseof topology changes.
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