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Abstract
The goal of this paper is to gain deep understanding of

how location-dependent propagation latency affects medium
access control (MAC) by using ALOHA as a case study.
MAC protocols in underwater acoustic networks suffer from
latency that is five orders-of-magnitude larger than that in
radio networks. Existing work on analyzing MAC through-
put in RF networks, where the propagation latency is negli-
gible, generally makes assumptions that render propagation
latency irrelevant. As a result, only transmit time is consid-
ered as being uncertain in contention-based protocols. We
introduce the spatial dimension of uncertainty that is inher-
ent to varying locations of transmitters, resulting in unequal
propagation latency to a receiver, where collision occurs. We
show through simulation that the benefit of synchronization
in slotted ALOHA is lost due to such latency. We propose
a modification that adds guard bands to transmission slots to
handle spatial uncertainty. We then perform simulation and
first order analysis on this modified MAC to find its optimal
operating parameters.

1 Introduction
Underwater sensor networking (UWSN) is becoming an

important area of research [3, 6, 9]. Medium access con-
trol (MAC) in underwater networks has attracted strong at-
tention due to its potentially large impact to the overall net-
work performance [11, 8, 15, 5]. The most significant change
from traditional radio-frequency (RF) networks to underwa-
ter acoustic networks is the change of the medium: acoustic
instead of RF electromagnetic wave. The key differences
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of acoustic networks are propagation latencies five-orders of
magnitude greater than RF, and bandwidths one-thousandth
that of RF. Both of these factors have significant effects on
control algorithms for MAC protocols.

ALOHA protocols have been the basis of many wireless
MACs since their invention in the 1970s [1, 2]. They are the
first class of contention-based MAC protocols in a shared
wireless medium. Later protocols, such as carrier sense
multiple access (CSMA), achieve better performance than
ALOHA in RF networks, due to their conservative mecha-
nism of “listening before transmitting” [7]. However, car-
rier sense becomes very expensive in underwater acoustic
networks due to the large propogation delay. As shown by
Kleinrock and Tobagi [7], ALOHA protocols are not sensi-
tive to propagation delay. However, this analysis does not
consider the varying propagation delays from different lo-
cations of nodes, and its results do not completely hold for
underwater networks.

The goal of this paper is to understand the impact of
varying propagation latency on medium access with pure
ALOHA and slotted ALOHA as a case study. To do so we
use extensive simulation combined with first-order analysis
to examine their performance with different parameters. We
will show that the location-dependent propagation latency
has a fundamental impact on the slotted ALOHA. Further-
more, we explore a method to improve its performance by
explicitly handling such propagation delay, and discover best
operating parameters. Even though we expect underwater
MAC protocols to be more sophisticated than ALOHA, un-
derstanding how ALOHA changes from RF to acoustic net-
works will help understand trends in more complicated pro-
tocols.

Since the arrival of packet at a node is generally uncertain,
traditional MAC try to handle this uncertainty in time us-
ing various mechanisms; synchronizing transmission (slot-
ted ALOHA), unique transmission slots (TDMA), or sens-
ing channel state before transmission (CSMA [7]). As all
such mechanisms are implemented at the transmitter they
handle only the transmit time uncertainty. Since the colli-
sions (which impact performance) occur at a receiver, the
implicit assumption has always been that these mechanisms
are valid at receiver time, i.e. they remove receive time uncer-
tainty. Receive time uncertainty, however, is dependant on
both the transmit time (time uncertainty) and relative prop-
agation delay to receiver (space uncertainty)—thus we call



it space-time uncertainty [12]. We will show, using exten-
sive simulations, that time uncertainty needs to be handled
by synchronization while space uncertainty needs additional
wait time (guard bands) proportional to the propagation de-
lays. Furthermore, at least for ALOHA and potentially for
other MACs, taking care of just one dimension of uncertainty
does not provide any benefit.

The contribution of this paper is threefold. First, we
contribute to an increased understanding of the impact of
large and varying propagation delays on medium access in
UWSN, and illustrate this impact using ALOHA as a case
study. Second, we explore how this uncertainty due to propa-
gation delay can be handled. We propose to add guard bands
to transmission slots that maintain the benefit of overlapping
packets in single slots at the receiver. Finally, we explore the
best operating point for these modified ALOHA and make
recommendation based on extensive simulation results and
first order analysis.
2 Related Work

Recently there has been significant amount of work in de-
signing underwater MAC protocols [11, 8, 12, 10, 13, 15, 5].
This paper however does not attempt to design a new MAC
protocol; it attempts to understand and explore the funda-
mental aspects of medium access that change for the new
acoustic medium and propose a framework for analyzing the
performance of MAC protocols.

Vieira et al. [13] performed simple analysis of slotted
ALOHA in underwater networks and reached a conclusion
similar to our: slotted ALOHA degrades to pure ALOHA
under high latency. However they did not propose a mech-
anism to handle this degradation, as we do after we were
able to identify the cause of this degradation. Xie et al. [15]
have compared the performance of ALOHA and CSMA with
RTS/CTS mechanism for underwater networks. Gibson et
al. [5] have extended this work to analyze the performance of
ALOHA in a linear multi-hop topology. These papers, how-
ever do not attempt to address the following questions: why
ALOHA’s performance remains same as in RF? why slotted
ALOHA’s performance degrades to pure ALOHA with any
propagation delay? How can this degradation be handled
and what are the optimal parameters for it? In this paper we
specifically address these questions and provide answers.
3 Spatio-temporal Uncertainty in Medium

Access
In this section we summarize the concept of space-time

uncertainty with regards to medium access, first introduced
in a prior work [12]. We then explain the methodology with
which we examine its impact on MAC protocols and also
the proposed modifications that attempt to remove this un-
certainty.
3.1 Space-Time Uncertainty

Space-time uncertainty, defined as the two dimensional
uncertainty in determining a collision at a particular receiver,
is a direct consequence of both the packet transmit time and
the propagation latency from transmitters at different loca-
tions. Traditional analysis considers only the transmit time
uncertainty and assumes equidistant receiver, which directly
maps the collision at a receiver to the transmit time at all

(a) Same transmission time; no
collision at B

(b) Different transmission
time but collision at B

Figure 1. Illustration of space-time uncertainty

transmitters [7]. Although with an ad hoc network, a receiver
cannot be guaranteed to be equidistant to all transmitters, this
assumption does not introduce significant errors in RF net-
works, as the progation latency is very small. However, in
underwater networks, we need to consider the packet arrival
time at the receiver, which is dependant on both the loca-
tion of transmitters and their transmit times. This space-time
uncertainty can also be viewed as a duality where similar
collision scenarios can be constructed by varying either the
transmission times or the locations of nodes.

Figure 1 illustrates the space-time uncertainty. In Fig-
ure 1(a), both nodes A and E transmit packets at the same
time. However, instead of causing a collision, both packets
are separately received at node B, due to their different ar-
rival times at B. Since classical analysis only considers time
uncertainty, it will incorrectly assume that there is a colli-
sion. On the other hand, when nodes A and E transmit at
different instants, as shown in Figure 1(b), their packets still
overlap at B due to their different propagation delays to B.
In this case, classical analysis will assume no collision based
on different transmit times. Therefore, when only time un-
certainty is considered, the assumption on collision is wrong
for both cases. The duality view of space-time uncertainty
is that a collision at B could also have occurred if node D
transmitted at a later time than node E. Although, in princi-
ple, this uncertainty occurs in all communication, it is only
significant in acoustic communication where latency is very
large, as we will show in Section 4.2.1.

The lesson from understanding this two dimensional un-
certainty is that we have to take care of both dimensions
to obtain guarantees similar to that in handling transmission
time in RF networks. As in slotted ALOHA, time synchro-
nization removes the uncertainty in transmit time. We further
postulate that adding guard bands to slots (proportional to
propagation delay) after transmission helps in reducing the
uncertainty due to propagation delay. Larger guard bands
increase per packet latency, thus reducing throughput, but
also help in decreasing the collision probability at receivers.
We explore this tradeoff in greater detail when we propose a
modification to slotted ALOHA in Section 5.1.
3.2 Evaluation Methodology

In order to evaluate the impact of the space-time uncer-
tainty explained above, we consider ALOHA protocols as
a case study. We examine their performance with exten-
sive simulation and first-order analysis. ALOHA protocols
are the simplest and earliest wireless MAC protocols, allow-



ing easy analysis. Just as understanding ALOHA helps in
understanding more complex wireless (RF) MAC protocols
by providing a framework, we expect our work to be help-
ful in larger efforts to understand more complex underwater
MACs.

We run simulations on a custom-built, packet-level sim-
ulator designed for UWSN MAC research [12]. Our sim-
ulation scenario consists of a single receiver that does not
transmit, with nodes randomly deployed in a circular re-
gion with a radius equal to the maximum propagation de-
lay. Nodes, with a single packet buffer, transmit based on an
offered load to the network modeled as a Poisson process,
with mean ranging from 0 to 3 packets/transmission time,
and we only observe the packets successfully received at our
designated receiver. We choose a single receiver to paral-
lel our analysis of protocol behavior, but have verified that
our results hold with packets reception at other nodes in the
network. Protocol performance is evaluated through the nor-
malized throughput (to the channel bandwidth). Simulations
are run with 32 nodes (unless otherwise noted), representing
a reasonable approximation to the infinite node assumption
made in classical analysis for the offered load that we con-
sider. Each simulation data point is the averaged result of
25 simulation runs with error bars showing 95% confidence
intervals.

Our simulator is general enough for different propagation
speed in different media (acoustic and RF). To accommo-
date different transmission ranges and propagation delays,
we utilize a normalizing parameter a, defined as the ratio of
maximum propagation delay to packet transmission time T
(the same definition used by Klienrock and Tobagi [7]). This
parameter allows us to investigate the impact of propagation
delay without concentrating on a single network deployment.
We use a packet length of 1sec (1Kbytes for acoustic modem
at 1Kbytes/s), assume speed of sound as 1500m/s and alter
the maximum range to simulate different delay regimes.

4 Understanding Space-Time Uncertainty
with ALOHA

The purpose of this section is to understand how time un-
certainty is dealt with in classical analysis and how the in-
troduction of space uncertainty affects these results. As de-
scribed in Section 3.2, we consider ALOHA protocols as a
case study for this purpose. We first look at classical analysis
of ALOHA protocols that considers only time uncertainty,
then introduce pairwise latency to understand the impact of
space uncertainty.
4.1 Analysis of ALOHA with Time Uncer-

tainty
We first refresh the classical analysis of the simple, or

pure ALOHA protocol [4]. where nodes immediately trans-
mit arriving application packets. This analysis is centered at
the transmitter and thus only considers time uncertainty. It
makes a simplified assumption that all nodes are equidistant
to a single receiver, mapping the similar collision scenario
from the receiver to the transmitter. It further assumes that
there are infinite numbers of nodes, which implies that all
Poisson arriving packets are served immediately at different
nodes and thus being offered immediately to the network.
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Figure 2. Vulnerability intervals for ALOHA and slotted
ALOHA.
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Figure 3. Classical throughput analysis for ALOHA.

The packets that collide are buffered and retransmitted after
an exponential delay. The total offered load to the network
is thus combination of the Poisson arrival and exponential
retransmissions, and is a Poisson process with parameter G.

The vulnerability interval (VI) is defined as the time inter-
val relative to a sender’s transmission within which another
node’s transmission causes collision [7]. Assuming T as the
packet transmission time, Figure 2(a) shows that the VI is
equal to 2T . Without going into the details, if we normalize
T to unit time, the throughput of ALOHA becomes [4]:

THALOHA = G e−2G (1)

Slotted ALOHA allows transmission only at the start of
synchronized slots of length T . As Figure 2(b) shows, this
synchronization ensures that only interfering packets that ar-
rive in slot 0 will result in a collision. It thus reduces the VI
from 2T to T by preventing any cross slot overlapping. The
throughput of slotted ALOHA is thus increased as [4]:

THslotted ALOHA = G e−G (2)

The analytical results for both protocols is shown in Fig-
ure 3, as a reproduction from several early works [4, 7].
Slotted ALOHA achieves maximum normalized through-
put of 36.8% at a G of 1 packet/transmit time, while sim-
ple ALOHA achieves it maximum of 18.4% at 0.5 pack-
ets/transmit time.

As mentioned above, this analysis is carried out with re-
spect to the transmitter’s time. The assumption of a single
receiver that is equidistant to all transmitters will result in
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Figure 4. Throughput of pure ALOHA is not affected by
propagation delay.

a similar vulnerability interval at the receiver—regardless
of the propagation delay (as shown by Klienrock and To-
bagi [7]). Strictly speaking, these assumptions do not hold
for all ad hoc wireless networks, but with short-range RF
networks the variation in delay is small enough that it has
virtually no effect on performance (for example, 10µs delay
over 25m). In satellite networks delay is long, but there is
typically only one sender or receiver. We next show, through
extensive simulation, that the performance of ALOHA can
be significantly affected in acoustic networks where these as-
sumptions do not hold.
4.2 ALOHA with Space Uncertainty

In order to understand the impact of location-dependent
propagation latency, we now evaluate both simple ALOHA
and slotted ALOHA using simulation setup explained in Sec-
tion 3.2. All nodes have a single packet buffer and the offered
load varies as the number of packets offered to the network
per packet transmit time T .
4.2.1 Simple ALOHA

We first evaluate how the throughput of pure ALOHA is
affected by different values of a.

Figure 4 shows the simulation results. We can see that the
normalized throughput achieved by simple ALOHA remains
the same as when no propagation delay is considered, even
under different delay regimes. To understand this, we need
to look at it from the receiver’s perspective in both scenar-
ios: with and without propagation delay. With no propaga-
tion delay and packets being transmitted as soon as they ar-
rive, they reach the receiver instantaneously with exactly the
same Poisson distribution. Hence the analysis at the trans-
mitter faithfully reflects the situation at the receiver. With
different node locations, the arrival time at the receiver will
be offset by a constant delay for any transmitter in a partic-
ular topology. However, such arrival at the receiver is still a
Poisson process with the same parameter as when there is no
latency. Therefore, from the receiver’s perspective, there is
no change in probability of collision, and thus the throughput
performance is the same as that in Figure 3. We should point
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Figure 5. Throughput of slotted ALOHA degrades with
any propagation latency.
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Figure 6. Slotted transmission results in cross slots over-
lap at receiver.

out that simple ALOHA does not even handle time uncer-
tainty, hence further ignoring space uncertainty has no im-
pact due to their duality.
4.2.2 Slotted ALOHA

Next we evaluate how slotted ALOHA performs in dif-
ferent delay regimes. Slotted ALOHA does handle one di-
mension (time) of uncertainty by synchronizing transmission
slots. Since it does not take care of the space uncertainty, our
initial intuition is that the impact of this uncertainty will in-
crease with larger values of a.

As shown by simulation results in Figure 5, the through-
put of slotted ALOHA does degrade to a level similar to
simple ALOHA when propagation latency is considered. (A
similar observation is made by Vieira et al. [13]). What is
more interesting, however, is that such degradation occurs
immediately with any propgation delay even when it is very
small (a=0.01). In order to understand this, we look at how
the globally synchronized transmission slots overlap at a re-
ceiver.

Figure 6 shows how the packets transmitted in transmis-
sion slots of nodes A and B overlap at the receiver R. Node
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Figure 7. Slotted ALOHA with guard bands.

A’s transmission in slot 1 can collide with any packet trans-
mitted by node B in slot 1 (arrived at B during slot 0) and
any one transmitted in slot 2 (arrived at B during slot 1). As
long as node A and B are not equidistant to the receiver (or
the difference in their propagation delays is an exact multiple
of T ), either node’s transmission can collide with the other’s
due to a packet arrival during a vulnerability interval of 2T .
This is the same vulnerability interval as in simple ALOHA,
and thus any propagation latency to the receiver completely
losses the benefit of time synchronization. If the network
always has a single receiver, and nodes knew their relative
locations, it is conceivable for slotting to be made relative to
the receiver. However this simplification does not match the
ad hoc network paradigm where any node can be a potential
receiver.

Radio networks, although having very small propagation
latency, do undergo a similar performance degradation, as
we model any packet overlap as collision. However, most RF
systems can usually tolerate an overlap of up to a single bit
(depending on coding techniques). As a result for high speed
RF networks, if bit rate is 10Mb/s (e.g., IEEE 802.11b), the
maximum propagation delay that slotted ALOHA can toler-
ate is 1ns, or 30m in distance. Thus such systems do not
exhibit the immediate performance degradation that we have
shown for any propagation delay. On the other hand, acous-
tic systems even with low data rate modems (1Kb/s [14]) can
tolerate only 1ms or 1.5m in distance due to much slower
speed of propagation (about 1500m/s). Thus the impact of
spatial uncertainty for slotted ALOHA will be more evident
for any acoustic network than it is for RF networks.
5 Handling Space Uncertainty

We now postulate that space uncertainty can be handled
by the addition of extra guard bands beyond T in slots. These
guard bands are added to ensure that the original single slot
overlap is maintained at the receiver. We also look at the
optimal length of these guard bands in relation to the propa-
gation delays. Finally we also illustrate that if space uncer-
tainty is handled in this way without synchronizing transmit
time (which handles time uncertainty), we do not achieve
any benefit.
5.1 Slotted ALOHA with Guard Bands

In our modification to slotted ALOHA, nodes still trans-
mit only at the start of globally synchronized slots. The
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Figure 8. Slotted ALOHA with guard bands

slot duration, however, is increased from T to T + β · τmax,
where β represents the fraction of maximum propagation de-
lay (τmax) that nodes wait after finishing their transmission
(Figure 7). Choosing β = 1 ensures that no overlap at the re-
ceiver occurs unless packets are transmitted in the same slot,
the guarantee that slotted ALOHA was originally designed
to achieve when delay is not important. However this re-
sults in a long wait time after each packet that will increase
packet transmission latency and bandwidth overhead. With
β < 1 there remains the possibility that some node pairs still
have the vulnerability interval of two slot durations (as in
Figure 6). Therefore, reducing β value lowers the bandwidth
overhead, but increases collision probability. Based on the
intuition that the distance between node pairs is often smaller
than the maximum propagation delay, we vary β to evaluate
the tradeoff between bandwidth overhead and collision prob-
ability.

Figure 8 shows the simulation results of slotted ALOHA
with guard bands at two different delay regimes. We can
make three interesting observations from these results. First,
using guard bands allows slotted ALOHA to regain a frac-
tion of its lost throughput. Changing the value of β shifts
the throughput between that of slotted ALOHA with on de-
lay (maximum throughput of 36.8% at G=1) and simple
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Figure 9. Effect of choosing β length guard bands on
throughput capacity

ALOHA (maximum throughput of 18.4% at G=0.5) as in
Figure 8(a).

Second, the level of improvement is dependant on the
choice of β and the propagation delay regime a. With a=0.1
(Figure 8(a)) the best curve is within 5% of the performance
of slotted ALOHA with no delay, but for a=1.2 (Figure 8(b))
the best curve is within 45%. Finally, the choice of optimal
β depends upon a. For a=0.1 (Figure 8(a)), the maximum
throughput is achieved at β=1; for a=1.2 (Figure 8(b)) how-
ever the optimal β is 0.5.

In order to further investigate the parameters β and a, we
next look at their individual impact on throughput.

5.1.1 Impact of Varying Guard Band Length
We now look at the maximum achievable throughput, or

throughput capacity, that slotted ALOHA can achieve (at an
optimal offered load) for a particular value of guard band ex-
pressed as a fraction (β) of the maximum propagation delay.

Figure 9 shows the results for several different values of
a. We can make several observation from this result. First,
higher throughput can be achieved using guard bands for
lower values of a. This indicates the benefit of short-range
communication and long packet duration. For example, as-
sume we use an acoustic modem that has a communication
range of 300m and a speed of 1Kb/s [14]. If we use packet
length of 250 bytes, a will be 0.1, and the modified slot-
ted ALOHA can achieve performance similar to the slotted
ALOHA in RF networks. Second, the guard band seldom
has to be the maximum propagation delay. A value around
0.5–0.6 gives the throughput that is very close to the best
value. Reducing guard band from 1 to 0.5 may largely af-
fect latency. For example, at low loads, the latency can be
reduced by half.

Finally, for any value of a beyond 1, the benefit of choos-
ing guard band diminishes. For example, with the modem
of 1kb/s and the communication range of 300m, the packet
length should be larger than 25 bytes (or 200 bits) for visible
benefit of using guard bands.
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Figure 10. Effect of propagation delay on throughput ca-
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5.1.2 Impact of Varying Maximum Delay
We next vary a to observe how the the throughput capac-

ity is affected by propagation delay in slotted ALOHA mod-
ified with guard bands. We want to generate a figure that is
similar to Figure 10 in the paper by Klienrock and Tobagi
regarding the impact of propagation delay on throughput ca-
pacity for different flavors of CSMA [7]. However, due to
their equidistant and single receiver assumption they show
that the capacity of slotted ALOHA is not affected by la-
tency, which we have shown to be incorrect for general ad
hoc networks in Section 4.2.2.

Figure 10 shows the throughput capacity for different val-
ues of β as we vary the propagation delay. First we observe
that beyond βa=1, using different guard bands does not in-
crease the capacity, in fact for certain values of β the ca-
pacity is even lower than just using simple ALOHA (as we
saw for a=1.2 in Figure 10 when β=1). This is because be-
yond βa=1 the decrease in probability of collision provided
by additional guard bands become constant, while the over-
head continues to increase and thus the capacity will only
get worse beyond this regime. Furthermore, β = 0.5 seems
to be a good choice over the range of a[0,1] as it gives good
capacity at lower values of a while not degrading to below
simple ALOHA at a=1.
5.1.3 Analysis of ALOHA with Guard Bands

We summarize briefly results from a mathematical analy-
sis of the throughput of our modified ALOHA with respect
to key parameters. Consider a scenario with a single re-
ceiver and n nodes are randomly deployed in a circular re-
gion around it. Assume a normalize packet length of 1 sec-
ond, so that the radius is a constant c (speed of propagation)
times a. The pdf of any given node being distance r from the
receiver is given thus as:

pdf(r) =
2

(c ·a)2 · r (3)

Our analysis is simplified by assuming a Bernoulli arrival
process for the n nodes, i.e. each transmits a packet with



probability p in a given slot. For large n and low p the re-
sults will be similar to the Poisson arrival process that we
employed in our simulations.

We can derive the expected throughput (S) for n nodes to
be:

S(p,β,a)=
E[number of collision-free packets received per slot]

1+βa
(4)

The main result of our analysis is the following proposi-
tion:

Proposition 1 Assume that a > 0 and βa ≤ 1. The ex-
pected number of collision-free packets per slot can be rep-
resented by a function g(β, p) that is independent of a. As a
result the maximum achievable throughput S∗ can be defined
as a function of of β and a as follows:

S∗(β,a) =
f (β)

1+βa
(5)

Where f (β) is defined as the maximum collision prob-
ability over all arrival rates p. We omit the details of the
proof here due to space constraints, but the core result in this
proposition, the independence of the numerator term from
a, can BE shown essentially by considering different regions
based on whether packet reception can span slot boundaries,
and then applying a scaling argument. Equation 5 allows
us to make two important inferences about S∗(β,a) that also
corroborate our simulation results in Figure 9 and 10.

The first inference is that if β is fixed, then the maximum
throughput S∗(β,a) will go down as 1

1+βa as we vary a. Equa-
tion 5 predicts that for β = 0.5 and β = 1, the maximum
value of throughput at a = 1 will be 2/3 and 1/2 of its value,
respectively, at a=ε. Figure 10 corroborates this (we choose
ε=0.01); for β = 0.5 a = 1 the throughput is 21.9% approxi-
mately 2/3 of the maximum throughput of 32.3% at a = 0.01.
Similarly for β = 1 a = 1 the throughput is 18.6% again ap-
proximately 1/2 of the maximum throughput of 37.6% at
a = 0.01. In fact when a=ε, S∗(β,a) can be approximated
as f (β) and so we can observe this function in our numerical
results for a=0.01 in Figure 9.

It can also be deduced from the proposition that if there
exists some a∗ for which maximum throughput S∗(β,a) in-
creases monotonically with respect to β, then it will increase
monotonically for all a ≤ a∗. This inference is also corrob-
orated by Figure 9, where we see all curves below a=0.5
(which increases monotonically with β) exhibiting this prop-
erty.
5.2 Simple ALOHA with Guard Bands

Since in the previous section we have observed that
adding guard bands to slotted ALOHA takes care of space
uncertainty, we decided to explore if adding guard bands to
simple ALOHA would provide any benefit. Our modifica-
tion to simple ALOHA results in nodes forming local unsyn-
chronized slots, where they transmit only at the beginning of
their slots which posses additional guard bands.

However, as Figure 11 shows, simply adding guard bands
without slot synchronization are unable to provide any ben-
efit in throughput. The reason is that just as slotted ALOHA
without any guard bands takes care of just one dimension
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Figure 11. Throughput performance for unsynchronized
slotted ALOHA.

of uncertainty (time dimension), this modified version of
ALOHA attempts to handle just the space dimension of un-
certainty. Similarly, the simple ALOHA with guard bands
fails to perform better due to the duality of space and time.
Therefore, to improve the performance of ALOHA, the un-
certainty in both time and space must be handled simultane-
nously.

6 Future Work
This is our initial work in understanding the impact of

large, location-dependent latency on MAC protocols in un-
derwater acoustic networks. We plan to rigorously analyze
the throughput capacity of our modified slotted ALOHA
while removing the assumption regarding single and equidis-
tant receiver made in classical analysis. We also want to ob-
serve the impact of choosing different guard bands on the
latency and thus make an even stronger recommendation for
choosing parameters. We hope that this analysis will pro-
vide a framework to analyze other wireless protocols (e.g.
CSMA) with delay considerations and increase our under-
standing of the fundamental characteristics of medium ac-
cess in UWSN. The impetus for this research arises in the
development of an underwater MAC and some of the core
design principals developed thereof [12].

7 Conclusions
In this paper we have explored the impact of spatio-

temporal uncertainty that exists regarding packet reception
in underwater networks. We have shown that without con-
sidering location-dependant propagation latency that intro-
duces the spatial dimension of uncertainty, protocols such
as slotted ALOHA are significantly affected. Adding guard
bands to transmission slots provides an ability to counter this
spatial uncertainty. We have also shown that it is necessary
to consider both space and time uncertainty while designing
MAC protocols under high latency environment of acoustic
UWSN. Furthermore we have shown that smaller ratio of
propagation delay to packet length result gives better insula-
tion to the impact of spatial uncertainty. The results demon-
strate the benefit of short-range communication, where it
is possible for our modifed slotted ALOHA to achieve the
throughput that is similar to slotted ALOHA in RF networks.
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