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Abstract— Sensor network applications have a diverse set
of requirements—some involve extraction of sensor data to s
single point, others exploit sensor-to-sensor communication; some
employ long-lasting data streams while connections in others are
mainly ephemeral. Different variants of the directed diffusion
rogting protocol—pull-based, push-based and hybrid rendezvous-
based-—hsave been developed, along with in-network processing
and geographic routing technigues. We mathematically model
and analyze the performance of these routing technlques across
a range of application scenarios (with varying numbers of
nodes, sources, sinks, dafa settings etc.). Besides quanifying
the conditions under which the different routing algorithms
outperform each other, we obiain a number of nseful design
insights, Our analysis shows tha¢ algorithms mismatched to appli-
cations can result in drastically peor performance; demonstrates
the desirability of reducing flooded interest and exploratory
messages when data aggregation is wsed; and suggests that it
may be difficult to implement efficlent hybrid schemes because
their performance is very sensitive to the optimal placement of
rendezvous poinis.

L. INTRODUCTION

As the choices of protocols and the sophistication of ap-
plications for wireless networks grow, an important problem
is the selection of the routing algorithm best matched to a
given application. This problem is perticularly important in
sensor networks where limited resources force exploitation
of application constraints [2]. To this end, several versions
of directed diffusion have been develeped [3], [4], [8]. The
original directed diffusion alporithm employed flooding of
data interests [4]). While appropriate to applications with a
single data sink, its overhead increases when many nodes
become interested in data. We have explored augmenting
this mechanism with geographic scoping [8], and explored
making data seek interested sinks rather than the opposite [3].
Other possible approaches include hybﬂd rendezvous-based
techniques {1}, {7].

Experiments with a mix of applications and protocols show
that the choice of protocol can make a large difference in
performance, with the overhead reduced by 40-60% when
dissemination protocols are selected with the application in
mind [3]. But we bave found that it is difficult, in practice,
for application designers to select which algorithms to employ.
Although there is some analysis of basic diffusion [5], [6),
there has been no prior systematic analysis of the relative
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petformance of different versions of diffusion over different
application scenarios with the exception of a recent experi-
mental study [3].

The contribution of this paper is 1o help answer the ques-
tion of how well diffusion routing algorithms match dif-
ferent applications, We develop suitable abstract models for
application topology as well as application traffic, and an
analytic framewark for four variants of attribute-based routing
in sensor networks. We then evaluate the performance of these
routing techniques on different application scenarios, varying
the topology and the number of involved sources and sinks.

IL. DESCRIPTION OF DIFFUSION MECHANISMS

In the abstract, one can consider sensor networks as dis-
tributed event-based systems. In these systems, sources gener-
ate or publish information observed from their environment;
sinks, in tumn, subscribe to this information. The role of data
dissernination algorithms is to move data from sources to
sinks efficiently, allowing applications to process the data in-
network. The process of matching sources and sinks can be
done with several different algorithmg. We consider the follow-
ing alternatives — pull-based diffusion (two-phase and one-
phase), push-based diffusion, and hybrid rendezvous-based
approaches; -

Two-phase pull diffasfon: Initial work with diffusion used
an algorithm we now call two-phase pull [4). Sinks identify
data by a set of attributes and this information propagates in
a flooded inferest message that sets up a gradient. Sources
respond with exploratory data. The sink then reinforces the
gradients corresponding to the best responses. Sources then
send the data packets along the reinforced paths.

One-phase pull diffasion: Two-phase pull diffusion has been
refined to eliminate one of the search phases in one-phase pull,
As with two-phase pull, subscribers send interest messages.
In one-phase pull the sources do not send exploratory data,
but instead send data to only the lowest-Iatency gradient
corresponding to each sink.

" Push diffusion: Complementing pull diffusion, push diffusion

makes the sources the active parti¢s. The application uses the
same interface as two-phase diffusion (except for a flag to
indicate “push™), but undemeath the implementation, the roles
of the source and sink are reversed. Sinks ave passive, with
interest information remaining local to the node subscribing
to data. Sources become active: when they generate data, they



send exploratory data throughout the entire network (or to
areas limited by geographic ot prior information, if available).
As with two-phase pull, when exploratory data arrives at a
sink, a reinforcement message is generated and jt recursively
passes back to the source creating a reinforced gradient. Non-
exploratory data follows only these reinforced gradients.

Hybrid: A hybrid approach requires both sources and sinks

to be active, but rather than searching the whole network -

for their counterpart, each identifies a rendezvous point (RP)
that provides a common location to match sources and sinks,
thus greatly narrowing the search. Examples of rendezvous
approaches include Rumor Routing {1} and Geographic Hash
Tables [7]. .

A. Geographic Information and Data Aggregation

In addition to these basic approaches, the physical nature
of most sensor networks allows geographic information to
be used to constrain search. GEAR (Geographic and Energy-
Aware Routing) extends diffusion when node locstions and ge-
ographic queries are present [8]. Although originally designed
for pull diffusion, it has also been applied to push. Finally, data
aggregation is an important part of making sensor metwork
communication efficient [4], [6]. Exactly how aggregation
proceeds is application specific. In the best case (for example,
if the user’s request is to find the maximum temperature in a
region, or if duplicate readings can be simply suppressed), n
messages about the same event can be replaced with one. We
will analyze diffusion performance both with and without such
best-case aggregation to establish bounds on performance.

IIT. DESCRIPTION OF MODEL

In mathematically analyzing the performance of these rout-
ing mechanisms, the principal challenge lies in constructing an
abstract model that is analytically tractable but also captures
finportant aspects of a realistic scenario.

In eddition to varying the algorithm,” we wish to consider
scenarios with and without data aggregation and with and
without geographically directed queries/interests. Also, in our
modelling, we seek to include topological considerations such
as the number of sources, sinks, distances (in hops) between
pertinent nodes, and also application-specific characteristics
such as the rate of event and interest generation.

A. Routing Assumptions

The routing costs and overheads in sensor networks can
depend significantly on some underlying assumptions abont
the routing protocol—in particular, upon the availability of
geographic routing information and the availability of data
aggregation. In general, all interests and event notificdtions
are assumed to be flooded within the network. However, if
geographic information is available, it is possible to reduce the
setup costs by directing such interests/event notifications only
to intended recipients. Data routing costs can also be reduced
by aggregating information from multiple data sources in-
network. Thus there are four combinations that should be con-
sidered: (i) no aggregation and flooded interests/events (NAF),
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(ii) no aggregation and directed interests/events (NAD), (iii)
aggregation and flooded intersts/events (AF), and finally (iv)
aggregation and directed interesis/events. We will model all
four scenarios in our work.

B. Data Traffic Model

We will consider a simple data traffic model. Time is
broken into distinct epochs. Fach epoch is divided into two
phases: setup and data-flow, as illustrated in figure 1. Although
this model mimics the mechanics of the diffusion protocol’s
interest messages, logically it can also be thought of as
representing an abstract amount of data sent over an arbitrary
period.

Thete are I data sources and J sinks. In the setup phase,
each of the I data sources generates a new event independently
with probability I; and each of the J data sinks independently
generates an interest in the data (from all sources} with
probability p;. Depending on the mechanism being analyzed
(push, pull, or rendezvous), these interests and events arc
notified to the relevant sources and sinks, und the pertinent
routes are established in the setup phase. In the data flow
phase, these routes are then utilized to sent information from
generating sources to all interested sinks,

C. Topology Model

The overhead and performance of publish-subscribe mecha-
nisms in sensor networks are impacted by the specific locations
of the sources and sinks and the routes that the interest/event
notifications and data packets follow. For the purpose of
tractable apd systematic analysis, we need an abstract and
simpiified model that captures these characteristics.

Besides the number of sources and sinks, since we consider
models involving aggregation, the structure of the aggregation
tres and the distance (hops) that aggregated data is carried
within the network also influence performance. We therefore
use the abstract topology illustrated in figure 2. The data from
all active sources (i.c. the subset of sources that generate data
in any given epoch) is independently carried a distance of
dy hops to a common aggregation point; this dats is then
aggregated and carried another dy hops; finally it is delivered
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Fig. 2. Ilustration of source-sink topology

TABLE I

TYPICAL RELATIVE RATES OF CONTROL AND DATA TRAFFIC (IN
BYTES/SECOND). o

to the séparate active sinks after an additional dy hops. Flooded
interests and notifications are sent throughout the network
(transmitted by all n nodes in the network), while directed
interests and notifications and all reinforcements and data are
sent through paths that lie on this tree. :

D. Control and Application Data Sizes

There are essentially four kinds of messages sent within
the network: interest notifications, event notifications, re-
. sponse/reinforcements, and application data. For tractability of
analysis we don't model individual control and data packets,
rather we mode] the traffic sent in each epoch as an aggregate.
We assume that interest notifications sent by each sink in the
pull-mechanism amount to St byles per second over the epoch.
In push and two-phase pull, exploratory messages amount to
Sg = aSp + S¢ bytes per epoch, where a is the fraction
of the total application data Sp for the epoch that is sent
in the exploratory message and S is control overhead, Sp
represents the rate of reinforcement messages sent in response
to notifications. All of these sizes are application-dependent,
but some typical values are shown in Table 1.

E. Metrics and Parameters

We will analyze the expected total control (setup) traffic -

C per epoch and the expected total application data traf-
fic per epoch U, to compute the relative control overhead

O = C . (U+C)™L. These overhead and traffic metrics .

will be evaluated as functions of several parameters: (i) the
basic routing mechanism (push, two-phase pull, one-phase
pull, or optimal rendezvous), (if) the scenario (NAF, NAD,
AF, AD) (iii} topological parameters (d;,dp,ds,n, I, J), (iv)
traffic parameters (pj,;), as well as the data size parameters
{57, 5r,5E, Sp, ®).
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IV. ANALYSIS

We now consider each scenario in turn and derive expres-
sions for the traffic and overhead costs, In the following, let
d = dy +da +djy be the total hop-distance between each source
and sink, ‘

A. Aggregation and Flooding (NAF)

We first consider the case when no aggregation is employed
and interests/notifications are flooded throughout the network
(i.e. no directed/geographic routing scheme is available). The
total useful data in this case is

UNAF =315 psSnd
i

Intuitively, Spd represents the cost of sending data over full
distance, while the double summation captures which sources
and sinks are interested.

a) Pull-based: In two-phase pull, the procedure is as follows:
i) the sink floods interest, ii) the sources flood exploratory
data in response iii) the sinks reinforce a specific path for
each source’s data and jv) the data is sent by the sources. In
ong-phase pull, we have i) the sink floods interest and ii) the
sources respond with data by using knowledge of the reverse
path of the flood. We must account for the fact that exploratory
packets from the sources include useful data.

CNAF  _ Z p;(Sim+ Z L(Sen + Sgd)
J i

2rull
- GUN AF

),

@

Here the first summation represents the cost of flooding
interests, the Sgte rm in the second summation represents
a flood of exploratory data, and the Sk term is reinforce-
ments. Again, the final a term represents useful data piggy-
backed on control messages. The control overhead is therefore
CRAY |(UNAF 4 CRATY.

For one-phase pull, we have that the control traffic is simply
the flooding of interests: )

CNAF = p;iSm @
. 3

b) Push baged: The setup cost has to do with network-wide
flooding of event notifications by all sources with date, and the
direct (point-to-point) response of the corresponding interested
sinks to these events. The pushed event includes exploratory
data, so this must bs accounted for in calculation of control
traffic. Let CNAF be the control, non-useful traffic in the case
of NAF for the push paradigm. We have that

CNAF = Y L(Sen+ ) psdSp)
§ ]

—(IUNAF

@

In this equation, the first summation represents the cost
of flooding exploratory messages, the second the cost of
reinforcements, and the last term represents the fact that
some uscful data is piggybacked on control messages (since
exploratory data is both control and data). The relative control
overhead is therefore given as CAF /(UNAF + CNAF). Note



Fig. 3. Setup treffic (left) and relative control overhead (right) in NAF case:
push versus one-phase pull diffusion '

that the hybrid rendezvous-based scheme does not apply in
this context if flooding is to be used, -since by definition the
rendezvous points are known a priori to both sources and sink.
Comparison of Push and One-phase Pull: We can now
quantify the intuition that push is better than one-phase pull
when there are fewer active sources and pull is better when
there are fewer active sinks. We can derive an expression for
the condition when the two are equivalent. let {; = I for all
sources and p; = p for all sinks, then the average number
of active sources is 3. 4; = II and the average number of
active sinks is 3°; pj = pJ. For the NAF case, by equating
expressions (3) and (4), assuming « = 0 and S¢ = 51, we
have that: 7
p
=1 +pJ s

Numerical Results: To illustrate these analytical results,
we generated some plots based on numerical calculations. In
these numerical calculations, the various parameters take on
the following values: I = J = 10, n = 100, and the various
traffic sizes per epoch are chosen as shown in table I. The
sink interest probability p; = p, V7 is varied from 0 to 1,
as is the source generation probability I; = [, Vi. (Unless
otherwise noted, these parameters are used for all numerical
tesults presented in this paper). The absolute setup costs C
and relative overhead O for both one-phase pull and push-
diffusion for the NAF case {from equations (3), and (4)) are

)
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Fig. 4. Relative control ovethead in AF case: push versus one-phase pult
diffusion

plotted in figure 3.

We find that one-phase pull outperforms the push mecha-
nism when the source event rate is relatively high, while the
reverse is true when the sink interest rate is relatively high.
It is interesting to note that one-phase pull diffusion starts to
outperform push-diffusion even when the sink interest rate is
lower than the source event rate—this occurs because push-
diffusion has additional overhead due to the reinforcement
packets, The plots also illustrate that it can be disastrous in
terms of controt traffic if the wrong version of diffusion routing
is used for the application requirements.

B. Aggregation and Flooding (AF)

We assumne that we can aggregate all data traffic from the
soutces into a single packet at the aggregation point at distance
d; from the sources. Let Fy; be the probability that there are {
“active” sources and 7 sinks in a given epoch, Then the useful
data from all 7 sources is first carried separately for a distance
dy, then aggregated and carried jointly for a distance dy, and
finally delivered separately to each of the j interested sinks
which are all an additional distance d3 away in our model,
Therefore, ’

11
UAF =Sp Y Y Pylids +da + jds)
i=1 j=1

Now, since the setup/control traffic is not aggregated, the
setup costs for the two-phase and one-phase pull and push
algorithms in the AF case are identical to those in the NAF
case. Thus expressions (2), (3), and (4) elso apply to CALy,
C{Ey, and CAF, respectively. Note that in the AF case (as
with the NAF scenario), without geographic information to di-
rect information to a rendezvous point, the hybrid rendezvous
scheme cannot be implemented.

Comparison of Push and One-phase Pull: Even though
the relative overheads are different with aggregation, the
quantitative condition when the push and pull diffusion are
equivalent is the same for the AF case as it is for the NAF
scenario, ie. equation (5) still holds.

Numerical Results: Figure 4 shows the fractional setup
overhead for both push and one-phase pull diffusion for the AF

©)



scenario. As noted above, the absolute setup costs for the AF
scenario are identical to that for the NAF scenario. However,
the aggregation of data reduces the number of data packets
sent within the network, while making ne impact on the
setup costs. As a result the fractional setup overhead for both
mechanisms is quite high (nearly 1 for most of the parameters
studied in figure 4). This suggests that when data aggregation
is employed_; the relative rate at which interests and event
notifications are flooded should be significantly reduced in
order to minimize control overhead. In our model this would
translate to increasing the value of Sp while keeping So, Sp
and S the same.

C. No Aggregation - Directed (NAD)

If an underlying unicast scheme or geographic information
allows for interests and notifications to be routed directly to the
set of possible sources and possible sinks respectively, without
the need for flooding, then the following are the pertinent
expressicns. Since data both with and without directed control

traffic flows only on reinforced paths, it is not surprising that

UNAD s equal to UNAF (Equation 1):

UN‘T‘D = Zli Epjds,p
i 3

i

2) Pull-baséd: the sinks direct their interests to all sources.

In this context, two-phase pull does not make sense as once the
interests are received, the data can be directly sent (using the
available geographic information) by relevant sources to the
pertinent sinks without need for an intermediate exploratory
flooding-reinforcement phase.

AP = piSidl ®)

J
The main difference between this and CITAT (Equation 3)
is the replacement of n (flooding) with dI.
b) Push-based: the event notification is sent directly to all
possible sinks, and the responses from interested sinks is sent
directly to notifying sources. Hence,

Coad = D u(Ssdd
+Y_p;{(dSr)
i
~aUNAD ®

¢) Rendezvous: the sources send event notifications directly
to the RP, the sinks direct interests to the RP, and the RP sends
setup messages to all pertinent sources. Assume that the RP
is located at the point that is closest to all souzces. Then,

CRAD coons Y Ssldi + 3 Sipi(ds +d2)
i ¥

+ E Pi E Lidy St

3 i

-3 LY pilaSp)d
i i

The first term indicates the cost of moving exploratory data
to the RP where data converges (indicated “optimal RP* in
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Fig. 5. Relative contro! ovethead in 3D (left) and for a 2D slice (right) in
NAD case: push and one-phase pull diffusion, as well as optimal and non-
optimal rendezvous

Figure 2). The second term moves interests to the RP from
the sinks. The third term carries interests to the active sources.
Finally, the last term deducts the actual data in the exp]oratory
packets that is sent towards the sinks,

Comparison of Push and One-phase Pull: Once again,
we have that push is better than one-phase pull when there are
fewer active sources and one-phase pull is better when there
are fewer active sinks. Consider the point when the two are
equivatent. As before, we let I; = I for all sources and p; =p
for all sinks, and let o = 0, S¢ = S;. For the NAD case, for
both costs to be equal it can be shown that the following must
hold:

12}

14 p%f

Numerical Results: Figure 5 shows how one-phase pull
and push diffusion perform in terms of the relative overhead
0 = % for different numbers of active sources and sinks,
Figure 5 {right) compares pull, push and an optimal as well as
a non-optimal rendezvous scheme. The principal observations
are as follows,

As may be expected, the use of directed interests and event
notifications significantly reduces the overhead of both one-
phase pull and push mechanisms compared to flooding. Figure
5 also shows the superior performance of an optimal hybrid
rendezvous scheme in which the rendezvous point is located
on the shortest path between sources and sinks (as shown in
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Fig. 6. Relative controf overbead in 3D {left) and for a 2D stice (right) in
AD case: push, on¢-phase pull diffusion snd optimal rendezvous

figure 2) to minimize overhead. The curve for the non-optimal
rendezvous scheme in figure 5 shows that significant additional
over-head is incurred even when the route between source and
sink through the RP is only one more hop longer than with
the optimal rendezvous scheme. The poor performance of this
scheme suggests in practice hybrid rendezvous schemes may
not be efficient because of their sensitivity to the optima! RP
placement.

D. Aggregation and Directed (AD)

The expected useful data traffic per epoch is identical to the
AF scenario since they both have data aggregation. Again, let
F;; be the probability that there are i “active” sources and 7
sinks in a given epoch. Then, just as in equation (6),

Iy
UAP = 8p Y5 Pylidy + dz + jda)

i=] =1

(13)

We consider the aggregation of datz only, not of interest and

exploratory packets. Therefore the setup costs for the AD case -

are identical to the setup costs of the NAD scenario described
in section IV-C, Equations (8), (9), and (11) describe the setup
costs for G445, CaD), and C4L,.. ..., Tespectively as well.

Comparison of Push and Pull: Again, we find that
although the relative overheads are different, the push-pull
equivdlence condition for the AD scenario is the as for the
NAD scenario shown in equation (12).
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Numerical Results: Figure 6 shows numerically the per-
formance of cne-phase pull, push diffusion and an optimal
rendezvous scheme for the AD scenario. Although not shown
in this figure, we should note that for the AD scenario as
well, the rendezvous scheme is found to have much worse
performance if the RP is not optimally placed.

V. CONCLUSION
We analyzed various alternatives of the directed diffusion

" protocol systematicaily using mathematical modelling to de-

termine how well they match different application scenarios
with different numbers of nodes, sources, sinks, data settings
etc. We quantified the conditions under which push diffusion
outperforms pull diffusion (and vice versa). The resulis of
this analysis also provide a number of useful design insights.
We saw that the mismatch of routing algorithms to applica-
tion scenario can result in drastically poor performance.We
found that the relative coatrol overhead for both push and
pull algorithms was very dominant (close to 1) in the AF
scenario. This is because the data is being aggregated while
setup messages are being flooded. In such scenarios, it is
desirable to reduce interest and exploratory message. We
also examined rendezvous techniques that may be used when
geographic information is availabie. While we showed that
they can theoretically outperform both push and pull, their
performance is highly sensitive to the optimal placement of the

- rendezvous point. Qur analysis suggests that it may be difficult

te implement an efficient rendezvous technique in practice.
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