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ABSTRACT
Innovation in the Internet requires a global Internet core to
enable communication between users in ISPs and services in
the cloud. Today, this Internet core is challenged by partial
reachability: political pressure threatens fragmentation by
nationality, architectural changes such as carrier-grade NAT
make connectivity conditional, and operational problems
and commercial disputes make reachability incomplete for
months. We assert that partial reachability is a fundamental
part of the Internet core. While other studies address partial
reachability, this paper is the first to provide a conceptual defi-
nition of the Internet core so we can reason about reachability
from principles first. Following the Internet design, our defi-
nition is guided by reachability, not authority. Its corollaries
are peninsulas: persistent regions of partial connectivity; and
islands: when networks are partitioned from the Internet
core. We show that the concept of peninsulas and islands
can improve existing measurement systems. In one example,
they show that RIPE’s DNSmon suffers misconfiguration
and persistent network problems that are important, but risk
obscuring operationally important connectivity changes be-
cause they are 5× to 9.7× larger. Our evaluation also informs
policy questions, showing no single country or organization
can unilaterally control the Internet core.

1 INTRODUCTION
Today’s Internet is very different from when it was created.
In 1980, Postel defined “an internet” as “a collection of in-
terconnected networks”, such as the ARPAnet and X.25 [62].
In 1995, the Federal Networking Council defined “Internet”
as (i) a global address space, (ii) supporting TCP/IP and its
follow-ons, that (iii) provides services [33]. Later work added
DNS [48] and IPv6. Yet today, users at home and work access
the Internet indirectly through Network Address Translation
(NAT) [79], or from mobile devices through Carrier-Grade
NAT (CG-NAT) [68]. Many public services operate from the
cloud, visible through rented or imported IP addresses, inside
networks with multiple levels of virtualization [40]. Media is
replicated in Content Delivery Networks (CDNs). Access is
mediated by firewalls. Yet to most users, Internet services are
so seamless that technology recedes and the web, Facebook,
or their phone is their “Internet”.

The Core and Its Challenges: Today’s rich, global Inter-
net services exist because the Internet architecture created a
single, global Internet core where all can communicate freely.
The Internet core has enabled 40 years of permissionless
innovation [54], from e-mail and remote login to the web
and streaming media, today’s Internet powers telephony and
video distribution. Although today many edge devices are
client-only, continued innovation and international exchange
depends on a near-completely connected Internet core.
But today universal reachability in Internet core is often

challenged with threats of fragmentation. Political pressure
pushes to Balkanize the Internet along national borders [26,
27]. Consdier Russia’s 2019 sovereign-Internet law [21, 59,
65] and national “Internet kill switches” debated in U.S. [39],
the U.K., and deployed elsewhere [18, 20, 41, 77]. We suggest
that technical clarification can inform policy discussions as
threats of de-peering place the global Internet at risk (§3.2).
Architectural pressures from 30 years of evolution seg-

ment today’s Internet core: services are gatewayed through
proprietary cloud APIs, users are usually second-class and
client-only due to NAT, firewalls interrupt connectivity, and
the world straddles a mix of IPv4 and IPv6. Architecture
sometimes follows politics, with China’s Great Firewall man-
aging their international communication [3, 4], and Huawei
proposing “new Internet” protocols [32]. We suggest that
technical methods can help us reason about changes to In-
ternet architecture, both to understand the implications of
partial address reachability and evaluate the maturity of IPv6.

Operational challenges can cause partial reachability. Peer-
ing disputes can cause long-term partial reachability [51].
Unreachability has been recognized and detected experimen-
tally [24], and systems exist that mitigate partial reacha-
bility [2, 49, 50]. Yet an understanding how duration and
breadth of partial reachability has remained elusive.
Contributions: Our first contribution that an Internet

core, the global address space to which everyone intercon-
nects, is essential to continued innovation. Understanding
partial connectivity is key to reasoning about challenges to
the Internet and innovation. We hope that recognition the
importance of one, global, open Internet core will help clarify
the stakes when nations assert sovereignty and architectural
changes require mediated communication. We also show
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that peninsulas, regions of partial connectivity that are some-
times long-lasting, are an real-world problem as serious as
network outages [42, 63, 67, 75, 76].
Our second contribution is to offer a rigorous, concep-

tual definition of the Internet core as the strongly connected
component of more than 50% of active, public-IP addresses
that can initiate communication with each other (§2.1). By
requiring bidirectional initiation, this definition captures the
uniform, peer-to-peer nature of the Internet core necessary for
first-class services. The 50% requirement defines one, unique
Internet core, without central authority, historical precedent,
or special locations, since multiple majorities are impossi-
ble. Unlike prior work [2, 49, 50], this conceptual definition
avoids dependence on any specific measurement system. We
have realized this definition in operational systems with two
different data sources (§3.5 and elsewhere [8]). This concep-
tual Internet core defines an asymptote against which our
current and future operational systems can compare.
Our final contribution is to use our definition to clarify

policy, architectural, and operational questions. We bring tech-
nical light to policy choices around national networks (§3.2)
and de-peering (§3.4). Our definition can help evaluate the
IPv4/v6 transition and clarify operational questions in IPv4
address use, in outage detection [42, 63, 67, 75, 76], and
WAN [2, 49, 50] and cloud [74] reachability optimization
(§3.3). We apply our results to widely used RIPE DNSmon
(§3.5). Today DNSmon shows persistent high query loss (5–
8% to the DNS Root [71]), we show that most of this loss is
due to misconfiguration and persistent partial connectivity.
While such factors matter, they are 5× and 9.7× (IPv4 and v6)
larger than other operationally important signals. Separating
them therefore improves sensitivity in DNSmon [1] (§3.5).

Artifacts and ethics: All of the data used and created [5]
in this paper is available at no cost. Our work poses no ethical
concerns: we reanalyze existing data with new algorithms,
and have no information about individuals. IRB review de-
clared our work non-human subjects research (USC IRB
IIR00001648).

2 PROBLEM: PARTIAL REACHABILITY
To understand Internet connectivity we must rigorously de-
fine the Internet core to which we connect, to answer the
political, architectural, and operational questions from §1.
First, a definition should be both conceptual and opera-

tional [28]. Our conceptual definition in §2.1 articulates what
we would like to observe and suggests a limit that an im-
plementation can approach. In §3.5 we operationalize our
definitions to improve understanding of DNSmon. Prior def-
initions are too vague to operationalize.
Second, a definition must give both sufficient and neces-

sary conditions to be part of the Internet core. Prior work
gave only sufficient conditions, like supporting TCP [13, 33,

62]. Our new necessary conditions determine when a net-
work would leave the Internet core.

2.1 Defining the Internet Core
We define the Internet core as the strongly-connected compo-
nent of more than 50% of active, public IP addresses that can
initiate communication with each other. Computers behind
NATs and cloud load-balancers are on branches, participating
but not part of the core, often with dynamically allocated,
transient public IP addresses. We believe this definition is
simple, but with subtle implications. For example, it defines
two Internet cores: one each for IPv4 and IPv6.

We build on the terms “interconnected networks”, “IP pro-
tocol”, and “global address space” from prior definitions [13,
33, 62], and their common assumption that two computers
on the public Internet should be able to reach each other
directly at the IP layer.
We formalize “network interconnection” [13] by consid-

ering reachability over public IP addresses: addresses 𝑥 and
𝑦 are interconnected if traffic from 𝑥 can reach 𝑦 and 𝑦 can
reach 𝑥 . Networks are groups mutually reachable addresses.
Why more than 50%? We take as an axiom that there

should be one Internet core per address space, or a reason
why that no core exists. The definition must unambiguously
identify “the” Internet core given conflicting claims.

Requiring a majority of active addresses ensures that there
can be only one Internet core, since any two majorities must
overlap Any smaller fraction could allow two groups to make
valid claims. We discuss how to identify the core in the face
of conflicting claims in §3.1.
The definition of the Internet core should not require a

central authority. Majority supports assessment indepen-
dent of any authority, as in other distributed consensus al-
gorithms [52, 53, 58]. Any computer to prove it is in the
Internet core by reaching half of active addresses, as defined
by multiple, independent, long-term evaluations [22, 44, 81].
We explicitly do not require identification of “tier-1” ISPs, an
imprecise term often entangled with business concerns.

A majority defines an Internet core that can end: fragmen-
tation occurs should the current Internet core break into
three or more disconnected components where none retains
a majority of active addresses. If a large enough organization,
nation, or group chose to secede, or are expelled, an Internet
core could become several no-longer internets.

Why all and active addresses? In each of IPv4 and IPv6
we consider all addresses equally. Public Internet addresses
are global, and the Internet core intentionally designed with-
out a hierarchy [15]. Consistent with goals for network de-
centralization [25], a definition should not create hierarchy,
nor designate special addresses by age or importance. Active
addresses are blocks that are reachable, defined below.
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These definitions are relatively apolitical and reduce first-
mover bias, discussed in §3.4. Addresses are an Internet-
centric metric, unlike population or countries. Requiring
activity reduces the influence of large allocated, but unused,
space, such as in legacy IPv4 /8s and new IPv6 allocations.

Reachability, Protocols and Firewalls: End-to-end reach-
ability avoids difficult discovery of router-level topology.
Our conceptual definition allows different definitions of

reachability. Reachability can be tested by measurements
with some protocol, such as ICMP echo-request (pings), or
TCP or UDP queries, or by data-plane reachability with BGP.
Any specific test will provide an operational realization of
our conceptual definition. Particular tests will differ in how
closely each approaches the conceptual ideal.
Firewalls complicate observing reachability, particularly

when conditional or unidirectional.We accept that the results
of specific observations may vary with different protocols or
observation times; practically we see results are stable with
Internet-wide measurements [8].

We have two implementations of peninsula and island de-
tection; both use publicly-available data from existing mea-
surement systems. One uses Trinocular [63], because of its
frequent, Internet-wide ICMP echo requests (11-minutes to
5M IPv4 /24s). Prior work has shown ICMP provides the
most response [9, 29, 63], and can avoid rate limiting [43],
other other protocol options are possible. Our second uses
RIPE Atlas because of its use in DNS (§3.5).
Why reachability and not applications? Users care

about applications, and a user-centric view might empha-
size reachability of HTTP or to Facebook rather than at the
IP layer. Our second realization uses public data from RIPE
Atlas, with DNS as the application, as described in §3.5. Fu-
ture work may look at other, more user-centric applications.
However, we suggest reachability at the IP layer is a more
fundamental concept. IP has changed only twice since 1969
with IPv4 and IPv6, but dominant applications wax and wane,
and applications such as e-mail extend beyond the Internet.

Why strongly connected and bidirectional reachabil-
ity? We require bidirectional reachability (strong connectiv-
ity) to identify NAT-only computers as second class-citizens.
While most computers today are behind NAT or cloud load-
balancers, and NAT-ed computers are useful clients, they
require protocols such as STUN [72] to rendezvous through
the core, or UPnP [56] or PMP [14] to link to the core. Huge
services run in the cloud by leasing public IP addresses from
the cloud operator or importing their own (BYOIP). Often
services use a single public IP address but employ many
servers behind a load balancer [40] or IP anycast [61]. While
load balancers or home routers may be on the core, and some
cloud VMs use fully-reachable public addresses, devices that
are not bidirectionally reachable are not part of the core.
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Figure 1: Blocks 𝐴, 𝐵
and 𝐶 are the con-
nected core, with 𝐵 and
𝐶 peninsulas; 𝐷 and 𝐸

islands; 𝑋 an outage.

2.2 Away from the Core: Unreachability
We now use our definition of the Internet core to reason
about where connectivity is incomplete: peninsulas, islands,
and outages. Figure 1 shows a toy example, where long-term
and current routability is shown by dotted and solid lines
and white regions show current data-plane reachability. All
address blocks but 𝐸 form the core. Blocks 𝐵 and 𝐶 are on
peninsulas because they do not route to each other, although
data could relay through𝐴. Block 𝑋 has an outage; its routes
are temporarily down. Blocks 𝐷 and 𝐸 are islands: 𝐷 usu-
ally can route to the core, but not currently. 𝐸 uses public
addresses, but has never announced routes publicly.

2.2.1 Outages.A number of groups have examined Inter-
net outages [42, 63, 67, 75]. These systems observe the pub-
lic IPv4 Internet and identify networks that are no longer
reachable—they have left the Internet. Often these systems
define outages operationally (network 𝑋 is out because none
of our Vantage Points (VPs) can reach it). In this paper, we
define an outage as when all computers in a block are off,
perhaps due to power loss. We next define islands, when the
computers are on but cannot reach the Internet core.

2.2.2 Islands: Isolated Networks.An island is a group of pub-
lic IP addresses partitioned from the Internet core, but able
to communicate among themselves. Operationally, outages
and islands are both unreachable from an external VP, but
computers in an island are on and can reach each other.

Islands occur when an organization loses all connections
to the Internet core. A business with one office and one ISP
becomes an island when its router’s upstream connection
fails, but computers in the office can reach each other and in-
office servers. An address island is when a computer can ping
only itself. Externally, islands and outages appear identical.

Example Islands: Islands are common in RIPE Atlas [1]
when a VP has an IPv6 address on the LAN, but lacks routes
to the public IPv6 Internet. In §3.5 we show that this kind of
misconfiguration accounts for 5× more IPv6 unreachability
than other, more meaningful problems.
We also see islands in reanalysis of data from Trinocular

outage detection [63]. Over three years, from 2017 to 2020,
we saw 14 cases where one of the 6 Trinocular VPs was active
and could reach its LAN, but could not reach the rest of the
Internet. Network operators confirm local routing failures
in several of these cases.
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2.2.3 Peninsulas: Partial Connectivity. Link and power fail-
ures create islands, but partial connectivity is a more perni-
cious problem: when one can reach some destinations, but
not others. We call a group of public IP addresses with partial
connectivity to the Internet core a peninsula. In a geographic
peninsula, the mainland may be visible over water, but reach-
able only with a detour; similarly, in Figure 1, 𝐵 can reach
𝐴, but not 𝐶 . Peninsulas occur when an upstream provider
of a multi-homed network accepts traffic but drops before
delivery, when Tier-1 ISPs refuse to peer, or when firewalls
block traffic. Peninsula existence has long been recognized,
prompting overlay networks to route around them [2, 49, 50].
Peninsulas in IPv6: An long-term peninsula follows

from the IPv6 peering dispute between Hurricane Electric
(HE) and Cogent. These ISPs decline to peer in IPv6 (IPv4 is
fine), nor do they forward their IPv6 through another party.
HE and Cogent customers could not reach each other in
2009 [51], and this problem persists through 2024, as we
show in DNSmon (§3.5). We futher confirm unreachability
between HE and Cogent users in IPv6 with traceroutes from
looking glasses [19, 31] (HE at 2001:470:20::2 and Cogent at
2001:550:1:a::d): neither can reach their neighbor’s server,
but both reach their own.
Other IPv6 disputes are Cogent with Google [64], and

Cloudflare with Hurricane Electric [34]. Disputes are often
due to an inability to agree to settlement-free or paid peering.
Peninsulas in IPv4: We observed a peninsula lasting

3 hours starting 2017-10-23t22:02Z, where five Polish Au-
tonomous Systems (ASes) had 1716 /24 blocks that were
always reachable one Los Angeles, but not from four other
VPs (as seen in public data from Trinocular [80]). Before the
peninsula, these blocks received service through Multime-
dia Polska (MP, AS21021), via Cogent (AS174), or through
Tata (AS6453). When the peninsula occurred, traffic to all
blocks continued through Cogent but was blackholed; it did
not shift to Tata. The successful VP could reach MP through
Tata for the entire event, proving MP was connected. After
3 hours, we see a burst of 23k BGP updates and MP is again
reachable from all VPs. A graph showing reachability to this
peninsula is in §A.

We confirmed this peninsula with additional observations
from traceroutes taken by CAIDA’s Archipelago [12] (Ark).
During the event we see 94 unique Ark VPs attempted 345
traceroutes to the affected blocks. Of the 94 VPs, 21 VPs (22%)
have their last responsive traceroute hop in the same AS as
the target address, and 68 (73%) stopped before reaching that
AS. The remaining 5 VPs were able to reach the destination
AS for only some traceroutes. The large number of BGP
updates suggest routing problems as a root cause.

3 APPLYING THE DEFINITION
3.1 Resolving Conflicting Claims
Our definition of the Internet core in §2.1 must resolve con-
flicting claims without appeal to a central authority.
We can prove the definition yields a single core (or no

core). Consider a connected component with some fraction
𝐴, where 1 > 𝐴 > 0.5. This component must be larger
than any other component 𝑋 , as proven by contradiction: (i)
assume some 𝑋 ′ exists, such that 𝑋 ′ > 𝐴. (ii) Since 𝐴 > 0.5,
then (i) implies 𝑋 ′ > 0.5. (iii) We then must conclude that
𝐴 + 𝑋 ′ > 1, but by definition, we measure only the whole
address space, so it is also required that𝐴+𝑋 ′ ≤ 1. Therefore
𝑋 ′ < 𝐴 and A forces a single clear component. Q.E.D.

Disagree about what addresses are in the core can be re-
solved by comparing evidence. Consider a simplified version
of Figure 1 with three pluralities of connectivity, 𝐴, 𝐵, and𝐶 ,
each representing one third of the addresses, where both 𝐴

and 𝐵 and 𝐴 and 𝐶 are strongly and directly connected, but
𝐵 and 𝐶 cannot directly reach each other.
In this example 𝐴 ∪ 𝐵 and 𝐴 ∪ 𝐶 are partially, overlap-

ping components of strong and direct connectivity, but since
𝐵 and 𝐶 cannot route to each other, they may dispute the
core. From our definition, all (𝐴 ∪ 𝐵 ∪ 𝐶) are in the core,
but 𝐵 and 𝐶 are on peninsulas. Any address can reach any
other from either direction (the definition of “strongly con-
nected”), but since 𝐵 and 𝐶 do not exchange routes, they are
partially connected peninsulas (unless one purchases transit
from 𝐴). These definitions apply if the sizes are about equal
(|𝐴| = |𝐵 | = |𝐶 | = 0.33) or are asymmetric (|𝐴| = 0.49 and
|𝐵 | = |𝐶 | = 0.02). Since the real Internet is mostly connected,
typical values are |𝐴| > 0.98 and |𝐵 | < 0.01.

Resolving competing claims require that all parties present
their evidence (what addresses𝐴,𝐵, and𝐶 can reach, and that
they agree those addresses have the same meaning. Private
addresses and address squatting (described below) are cases
where addresses have different meaning.

3.2 Policy Applications of the Definition
We next examine how a clear definition of the Internet core
can inform policy tussles [16]. Our hope is that our concep-
tual definition can make sometimes amorphous concepts like
“Internet fragmentation” more concrete, and an operational
definition can quantify impacts and identify thresholds.
Secession and Sovereignty: The U.S. [70], China [3, 4],

and Russia [17] have all proposed unplugging from the Inter-
net. Egypt did in 2011 [20], and several countries have during
exams [23, 30, 38, 45]. When the Internet partitions, which
part is still “the Internet core”? Departure of an ISP or small
country do not change the Internet core much, but what if a
large country, or group of countries, leave together?
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Our definition resolves this question, defining the Internet
core from reachability of the majority of the active, public IP
addresses (§2.1). Requiring a majority uniquely provides an
unambiguous, externally evaluable test for the Internet core
that allows one possible answer (the partition with more
than 50%). In §3.4 we discuss the corollary: the Internet core
can end, turning into multiple partitions, if none retain a
majority. (A plurality is insufficient.)

Sanction:An opposite of secession is expulsion. Economic
sanctions are onemethod of asserting international influence,
and events such as the 2022 war in Ukraine prompted several
large ISPs to discontinue service to Russia [66]. De-peering
does not affect reachability for ISPs that purchase transit, but
Tier-1 ISPs that de-peer create peninsulas for their users. As
described below in §3.4, no single country can eject another by
de-peering with it. However, a coalition of multiple countries
could de-peer and eject a country from the Internet core if
they, together, control more than half of the address space.

3.3 Architecture and Operation Application
Defining the core also helps clarify architectural changes
such as the IPv4/v6 transition and operational address reuse.
The IPv4/v6 Transition:We have defined two Internet

cores: IPv4 and IPv6. Our definition can determine when
one supersedes the other. The networks will be on par when
more than half of all IPv4 hosts are dual-homed. After that
point, IPv6 will supersede IPv4 when a majority of hosts
on IPv6 can no longer reach IPv4. Current limits on IPv6
measurement mean evaluation here is future work. IPv6
shows the strength and limits of our definition: since IPv6 is
already economically important, our definition seems irrele-
vant. However, it may provide sharp boundary that makes
the maturity of IPv6 definitive, helping motivate late-movers.
Repurposing Addresses: Given full allocation of IPv4,

multiple parties proposed re-purposing currently allocated
or reserved IPv4 space, such 0/8 (“this” network), 127/8 (loop-
back), and 240/4 (reserved) [36]. New use of these long-
reserved addresses is challenged by assumptions in widely-
deployed, difficult to change, existing software and hardware.
Our definition demonstrates that an RFC re-assigning this
space for public traffic cannot make it a truly effective part of
the Internet core until implementations used by a majority
of active addresses can route to it.

IPv4 Squat Space: IP squatting is when an organization
requiring private address space beyond RFC1918 takes over
allocated but currently unrouted IPv4 space [6]. Several IPv4
/8s allocated to the U.S. DoD have been used this way [68]
(they were only publicly routed in 2021 [78]). By our defini-
tion, such space is not part of the Internet core without public
routes, and if more than half of the Internet is squatting on
it, reclamation may be challenging.

Internet outage detection: Outage detect systems of
often reported confusing observations with a mix of posi-
tive and negative responses to active probes, such as Thun-
derPing’s “hosed” state [75] and observer-local problems in
Trinocular [63]. Partial connectivity suggests that sometimes
conflicting observations may be valid and peninsulas should
be recognized legitimate occurrences for future exploration.
Failure mitigation via routing: Several systems have

proposed using relays to route around network-level routing
failures [2, 49, 50]. In addition, hypergiants operating their
own backbones can select routing egress to avoid partial
connectivity [74]. An understanding of partial reachability
in the WAN would quantify how important such efforts are.

3.4 Can the Internet Core Partition?
In §3.2 we discussed secession and expulsion qualitatively.
Here we ask: Does any country or group have enough ad-
dresses to secede and claim to be “the Internet core” with
a majority of addresses? Alternatively, if a country were to
exert control over their allocated addresses, would they be-
come a country-sized island or peninsula? We next use our
reachability definition of more than 50% to quantify control
of the IP address space.

To evaluate the power of countries and Regional Internet
Registries (RIRs) over the Internet core, Table 1 reports the
number of active IPv4 addresses as determined by Internet
censuses [44] for RIRs and selected countries. Since estimat-
ing active IPv6 addresses is an open problem, we provide
allocated addresses for both v4 and v6 [46, 60]. (IPv4 has
been fully allocated since 2011 [47]).

Table 1 shows that no individual RIR or country can secede
and take the Internet core, because none controls the majority
of IPv4 addresses. ARIN has the largest share with 1673M
allocated (45.2%). Of countries, U.S. has the largest share
of allocated IPv4 (1617M, 43.7%). Active addresses are more
evenly distributedwith APNIC (223M, 33%) and the U.S. (40M,
21%) the largest RIR and country.

IPv6 is also an international collaboration, since no RIR or
country is exceeds 50% allocation. RIPE (an RIR) is close with
46.7%, and China and the U.S. have large country allocations.
With most of IPv6 unallocated, these fractions may change.

IPv4 reflects a first-mover bias, where early adopters ac-
quired many addresses, but this factor is smaller in IPv6. Our
definition’s use of active addresses also reduces this bias,
since numbers of active IPv4 addresses is similar to allocated
IPv6 addresses (legacy IPv4 addresses are less used).

3.5 Definitions Clarify DNSmon Sensitivity
We next show how understanding partial connectivity can
improve DNSmon sensitivity. DNSmon [1] monitors the
Root Server System [71] from about 10k RIPE Atlas VPs
(probes) [69]. For years, DNSmon has reported IPv6 loss
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IPv4 Addresses IPv6 Addresses
RIR Active Allocated Allocated

AFRINIC 15M 2% 121M 3.3% 9,661 3%
APNIC 223M 33% 892M 24.0% 88,614 27.8%
China 112M 17% 345M 9.3% 54,849 17.2%

ARIN 150M 22% 1,673M 45.2% 56,172 17.6%
U.S. 140M 21% 1,617M 43.7% 55,026 17.3%

LACNIC 82M 12% 191M 5.2% 15,298 4.8%
RIPE NCC 206M 30% 826M 22.3% 148,881 46.7%
Germany 40M 6% 124M 3.3% 22,075 6.9%

Total 676M 100% 3,703M 100% 318,626 100%

Table 1: RIR IPv4 hosts and IPv6
/32 alloc. [46, 60].
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Figure 3: Atlas queries from all
available VPs to 13 Root Servers for
IPv4 and IPv6 on 2022-07-23.

rates of 4-10%, 4× higher than IPv4. The DNS root is well
provisioned and distributed, so why is IPv6 loss so high?
RIPE Atlas operators are aware of problems with some

Atlas VPs. Some VPs support IPv6 on their LAN, but not to
the global IPv6 Internet—such VPs are IPv6 islands. Atlas pe-
riodically tags and culls these VPs from DNSmon. However,
our study of DNSmon for islands and peninsulas improves
their results. Using concepts pioneered here (§2), we give full
analysis in a workshop paper [73]; Here we add new data
showing these results persist for 1 year (Figure 2).
Groups of bars in Figure 3 show query loss for each of

the 13 root service identifiers, as observed from all available
Atlas VPs (10,082 IPv4, and 5,173 IPv6) on 2022-07-23. (We are
similar to DNSmon, but it uses only about 100well-connected
“anchors”, so our analysis is wider.) The first two groups show
loss rates for IPv4 (light blue, left most) and IPv6 (light red),
showing IPv4 losses around 2%, and IPv6 from 9 to 13%.

We report a VP as an island when it cannot see any of the
13 root identifiers over 24 hours. (This definition is stricter
than our 50% definition since VPs attempt only 13 targets, not
the whole Internet, and we apply it over a full day to consider
only long-term trends.) The middle two groups of bars show
IPv4 and IPv6 loss rates after removing VPs that are islands.
Without island VPs, IPv4 loss rates drop to 0.005 from 0.01,
and IPv6 to about 0.01 from 0.06. These rates represent a
more meaningful estimate of DNS reliability. Users of VPs
that are IPv6 islands will not expect global IPv6, and such
VPs should not be used for IPv6 in DNSmon.

The third bar in each red cluster of IPv6 is an outlier: that
root identifier shows 13% IPv6 loss with all VPs, and 6%
loss after islands are removed. This result is explained by
persistent routing disputes between Cogent (the operator of
C-Root) and Hurricane Electric [57]. Omitting islands (the
middle bars) makes this difference much clearer.

Finally we detect peninsulas by looking for VPs that each
some but not all root servers. Peninsulas suggest persistent
routing problems; they deserve attention from ISPs and root
operators. The darker, rightmost two groups show loss from
non-island/peninsula VPs, representing loss if routing prob-
lems were addressed. With this correction C-Root is similar
to others, confirming peering disputes affect its success.

This example shows how understanding partial reacha-
bility can improve the sensitivity of existing measurement
systems. Removing islands makes it easy to identify persis-
tent routing problems. Removing peninsulas makes transient
changes (perhaps from failure, DDoS, routing) more visible.
Each layer of problem is important, but by considering each
separately, the interesting “signal” of routing changes (ap-
pearing in the right two groups in Figure 3), appears out
from under the 5× or 9.7× times larger peninsulas and is-
lands (the left two groups). Improved sensitivity also shows
a need to improve IPv6 provisioning, since IPv6 loss is statisti-
cally higher than IPv4 loss (compare the right blue and red
groups), even accounting for known problems. After sharing
the results with root operators and RIPE Atlas, two operators
adopted them in regular operation.

4 RELATEDWORK
Prior definitions of the Internet exist at the IP-layer [13, 32,
33, 62] of their time, or the AS-level [37, 55]. IPNL proposed
a core-only Internet with all users behind NAT [35]. We in-
stead consider the IP-layer in today’s architecture to address
today’s challenges (see §2).
Several systems mitigate partial outages. RON provides

alternate-path routing around failures for a mesh of sites [2].
Hubble monitors multi-path reachability [49]. LIFEGUARD
routes around reachability failures [50]. These systems ad-
dress partial reachability; we define its scope.

Prior work studied partial reachability, showing it is a com-
mon transient occurrence during routing convergence [11].
They reproduced partial connectivity with controlled experi-
ments; we study it in RIPE Atlas.

Active outage detection systems have encountered partial
outages. ThunderPing recognizes a “hosed” state with mixed
replies, but its study is future work [75]. Trinocular discards
partial outages by reporting the target block “up” if any VP
can reach it [63]. To the best of our knowledge, prior outage
detection systems do not consistently report partial outages
in the Internet core, nor do they study their extent.
We use the idea of majority to define the Internet core

in the face of secession. That idea is fundamental in many
algorithms for distributed consensus [52, 53, 58], with appli-
cations for example to certificate authorities [10].
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Recent groups have studied the policy issues around In-
ternet fragmentation [26, 27], but do not define it. We hope
our definition can fill that need.

5 CONCLUSIONS
This paper affirms the importance of an Internet core for
global communication, and provides a robust, operational-
izable definition of that core. The definition helps identify
disconnected islands and shows that partially connected
peninsulas are an important challenge. The definition helps
clarify what events would cause the Internet core to fragment.
They also help help improve the sensitivity of operational
measurement systems such as RIPE DNSmon, by distinguish-
ing long-term partial reachability from short-term changes.
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A EXAMPLES
In §2.2 we define islands and peninsulas as two cases of
partial connectivity in the Internet. Here we give two real-
world examples of islands and peninsulas that we discovered
in Trinocular data.

For our example island (Figure 4) and peninusla (Figure 5),
we show a graph that counts the number of active IP ad-
dresses that are reachable from the 6 Trinocular observers.
Each line represents the best estimate of the current number
of active addresses from each observer. Most of the lines
generally overlap and show a V-shaped dip during the island,
but one (e, the green line), stands out as fairly stable over this
period. Because we probe only a few addresses per round,
the estimate of active addresses updates slowly, and lags the
true value after an abrupt change in reachability.
While visually these graphs look the same, with one VP

able to reach the destination block while all others fail, we
distinguish the island from the peninsulas with additional
information. For the example island, the destination block
also hosts VP E, so we know with confidence E can reach
itself but cannot reach the rest of the Internet, making it an
island. For the example peninsula, all VPs are external to the
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Figure 4: Estimates of an island in Trinocular data start-
ing 2017-06-03t23:06Z and lasting just longer than one
hour.

unreachable block. We confirm that it is a peninsula using
BGP and traceroutes. We can therefore distinguish them as
island and peninsula both from the Trinocular observations,
and to confirm that claim with external data sources.

A.1 An Example Island
We defined island in §2.2.2, and looked for the systematically
in Trinocular data (as described elsewhere [8]).
Figure 4 shows an example island we discovered. This is-

land begins at 2017-06-03t23:06Z and lasts about 64 minutes.
For this hour, VP E and this network are part of an island,

cut off from the rest of the internet and other VPs. Because
VP “E” is inside the island, it always sees 13 (or 14) active
IP addresses in its top green line Figure 4. By contrast, the
other 5 sites see a steady-state of 10 VPs, dropping to 0
during the island, as the gradually re-scan and fail to reach
previously active IP addresses. Other VPs rediscover all 10
addresses over the next two hours after the island ends. (VP
E sees 3 more IP active addresses that the other VPs for this
block presumably because those targets have firewall rules
that only allow replies to sources originating from the same
block.)
The network being scanned here was the same network

block hosting VP E, and we confirmed that this network was
disconnected from network operators. During the hour-long
island VP E had 5 Trinocular rounds to scan the whole In-
ternet, and it concluded that about 80% of the Internet was
unreachable. It actually had failures to all of the Internet, but
it dismisses brief unreachability to 20% of blocks due to a
conservative choice from the FBS algorithm [7]. (This algo-
rithm requires that outages in sparsely active blocks are only
confirmed after all probed addresses in the block respond
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Figure 5: Estimates of reachable addresses during a
peninsula found in Trinocular data starting 2017-10-
23t22:02Z and lasting about 3 hours.

negatively. Incremental scanning all addresses in about 20%
of blocks takes longer than one hour in this dataset.)

A.2 An Example Peninusla
We defined peninsulas in §2.2.3, and discussed an example
that occurred in 2017-10-23 in Poland.
This peninsula was discovered by algorithms we devel-

oped (described elsewhere [8]). Figure 5 shows our best esti-
mates of the number of responsive addresses from each of
our 6 observers. We believe this block has 78 active addresses
(based on about 3 years of history), and we scan a mean of
2.3 addresses each 11-minute round.
We believe the peninsula begins at 2017-10-23t22:02:24,

the time the first observer (n) has no successful queries, and
ends 2h46m later when another observer (e) is successful.
The w observer is successful for the whole period, as shown
by its orange line staying fixed at 27 during the peninsula,
confirming that its queries sent reach a responsive address
every 660 s. By contrast, the other five observers have no pos-
itive responses during the peninsula, so their active address
count drops to zero by midnight. After the peninsula ends,
queries the five sites are again successful and the estimate
of active addresses climbs slow back to 34 just after t06:00.
To explain why the observed number of active addresses

lags true reachability, recall that, in each round, Trinocular
probes the minimum number of addresses to confirm block
reachability. After the peninsula recovers, this means one ad-
dress each round confirms reachability, explaining the the 33
rounds (5.5 h) it takes to return to 34 active addresses. (Each
site actually probes two addresses in the round just after
recovery.) Negative information is acquired more quickly, be-
cause each site requires 3 to 5 negative responses to confirm
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unreachability during the peninsula. Although Trinocular is
willing to send up to 15 queries per round, this block usually
full and stable (typically 34 of 78 addresses responding, giv-
ing an expected response around around 𝐴 = 0.44), so it can
conclude unreachability from fewer queries.

This example is representative of other peninsulas we
have seen.
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