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Abstract

This note describes a proposed addition of ECN (Explicit Congestion
Notification) to IP. TCP is currently the dom nant transport

protocol used in the Internet. W begin by describing TCP' s use of
packet drops as an indication of congestion. Next we argue that with
the addition of active queue managenent (e.g., RED) to the Internet
infrastructure, where routers detect congestion before the queue
overflows, routers are no longer limted to packet drops as an
indication of congestion. Routers could instead set a Congestion
Experienced (CE) bit in the packet header of packets from ECN- capable
transport protocols. W describe when the CE bit would be set in the
routers, and describe what nodifications woul d be needed to TCP to
make it ECN-capable. Modifications to other transport protocols
(e.g., unreliable unicast or nmulticast, reliable nulticast, other
reliabl e unicast transport protocols) could be considered as those
protocol s are devel oped and advance through the standards process.

1. Conventions and Acronyns
The keywords MUST, MJUST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD,

SHOULD NOT, RECOMVENDED, MAY, and OPTI ONAL, when they appear in this
docunent, are to be interpreted as described in [B97].
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2.

I ntroduction

TCP's congestion control and avoi dance al gorithnms are based on the
notion that the network is a bl ack-box [Jacobson88, Jacobson90]. The
network’s state of congestion or otherwise is determ ned by end-
systens probing for the network state, by gradually increasing the

| oad on the network (by increasing the window of packets that are
outstanding in the network) until the network becones congested and a
packet is lost. Treating the network as a "bl ack-box" and treating
loss as an indication of congestion in the network is appropriate for
pure best-effort data carried by TCP which has little or no
sensitivity to delay or |oss of individual packets. In addition,

TCP' s congesti on managenent al gorithms have techniques built-in (such
as Fast Retransmit and Fast Recovery) to mnimze the inpact of

| osses froma throughput perspective.

However, these nechanisns are not intended to hel p applications that
are in fact sensitive to the delay or |oss of one or nore individual
packets. Interactive traffic such as telnet, web-browsing, and
transfer of audio and video data can be sensitive to packet |osses
(using an unreliable data delivery transport such as UDP) or to the
increased |l atency of the packet caused by the need to retransnmit the
packet after a loss (for reliable data delivery such as TCP).

Since TCP determines the appropriate congestion w ndow to use by
gradual Iy increasing the window size until it experiences a dropped
packet, this causes the queues at the bottleneck router to build up.
Wth nost packet drop policies at the router that are not sensitive
to the load placed by each individual flow, this means that some of
the packets of latency-sensitive flows are going to be dropped.
Active queue nmanagenent nechani sns detect congestion before the queue
overflows, and provide an indication of this congestion to the end
nodes. The advantages of active queue nmanagenent are discussed in
RFC 2309 [ RFC2309]. Active queue managenent avoids sone of the bad
properties of dropping on queue overflow, including the undesirable
synchroni zation of |oss across nmultiple flows. Mre inportantly,
active queue nanagenent neans that transport protocols with
congestion control (e.g., TCP) do not have to rely on buffer overflow
as the only indication of congestion. This can reduce unnecessary
queueing delay for all traffic sharing that queue.

Active queue managenent mechani sms may use one of several methods for
indicating congestion to end-nodes. One is to use packet drops, as is
currently done. However, active queue nanagenent allows the router to
separate policies of queueing or dropping packets fromthe policies
for indicating congestion. Thus, active queue nanagenent allows
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routers to use the Congestion Experienced (CE) bit in a packet header
as an indication of congestion, instead of relying solely on packet
dr ops.

Assunptions and CGeneral Principles

In this section, we describe sone of the inportant design principles
and assunptions that guided the design choices in this proposal.

(1) Congestion nmay persist over different tine-scales. The tine
scal es that we are concerned with are congestion events that may
last |longer than a round-trip tine.

(2) The nunber of packets in an individual flow (e.g., TCP connection
or an exchange using UDP) may range froma snmall nunber of
packets to quite a large nunber. We are interested in managi ng
the congestion caused by flows that send enough packets so that
they are still active when network feedback reaches them

(3) New nechani snms for congestion control and avoi dance need to co-
exi st and cooperate with existing nmechani sms for congestion
control. In particular, new nmechani sms have to co-exist with
TCP's current nethods of adapting to congestion and with routers’
current practice of dropping packets in periods of congestion.

(4) Because ECN is likely to be adopted gradual |y, accommpdati ng
mgration is essential. Sonme routers may still only drop packets
to indicate congestion, and some end-systens nmay not be ECN
capabl e. The npbst viable strategy is one that acconmopdates
incremental deploynment w thout having to resort to "islands" of
ECN- capabl e and non- ECN- capabl e envi ronnents.

(5) Asymetric routing is likely to be a normal occurrence in the
Internet. The path (sequence of links and routers) followed by
data packets may be different fromthe path followed by the
acknow edgrment packets in the reverse direction.

(6) Many routers process the "regular" headers in | P packets nore
efficiently than they process the header information in IP
options. This suggests keeping congestion experienced
information in the regul ar headers of an |P packet.

(7) It nust be recognized that not all end-systens will cooperate in
mechani snms for congestion control. However, new nmechani sns
shouldn’t nmeke it easier for TCP applications to disable TCP
congestion control. The benefit of |ying about participating in
new nechani sms such as ECN-capability should be small.

Random Early Detection (RED)

Random Early Detection (RED) is a mechanismfor active queue
managenent that has been proposed to detect incipient congestion
[FJ93], and is currently being deployed in the Internet backbone

[ RFC2309] . Although RED is nmeant to be a general mechani smusing one
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of several alternatives for congestion indication, in the current
environnent of the Internet RED is restricted to using packet drops
as a nmechani smfor congestion indication. RED drops packets based on
the average queue | ength exceeding a threshold, rather than only when
the queue overflows. However, when RED drops packets before the
queue actually overflows, RED is not forced by nmenory limtations to
di scard the packet.

RED coul d set a Congestion Experienced (CE) bit in the packet header
instead of dropping the packet, if such a bit was provided in the |P
header and understood by the transport protocol. The use of the CE
bit would allow the receiver(s) to receive the packet, avoiding the
potential for excessive delays due to retransm ssions after packet

| osses. W use the term’' CE packet’ to denote a packet that has the
CE bit set.

Explicit Congestion Notification in IP

We propose that the Internet provide a congestion indication for
incipient congestion (as in RED and earlier work [RJ90]) where the
notification can sonetimes be through narking packets rather than
dropping them This would require an ECN field in the I P header with
two bits. The ECN Capabl e Transport (ECT) bit would be set by the
data sender to indicate that the end-points of the transport protocol
are ECN-capable. The CE bit would be set by the router to indicate
congestion to the end nodes. Routers that have a packet arriving at
a full queue would drop the packet, just as they do now.

Bits 6 and 7 in the IPv4 TOS octet are designated as the ECN field.
Bit 6 is designated as the ECT bit, and bit 7 is designated as the CE
bit. The IPv4 TOS octet corresponds to the Traffic Cass octet in
IPv6. The definitions for the I1Pv4 TOS octet [RFC791] and the |Pv6
Traffic Cass octet are intended to be superseded by the DS
(Differentiated Services) Field [DIFFSERV]. Bits 6 and 7 are listed
in [DIFFSERV] as Currently Unused. Section 19 gives a brief history
of the TGS octet.

Because of the unstable history of the TCS octet, the use of the ECN
field as specified in this document cannot be guaranteed to be
backwards conpatible with all past uses of these two bits. The
potential dangers of this lack of backwards conpatibility are

di scussed in Section 19.

Upon the receipt by an ECN- Capabl e transport of a single CE packet,
the congestion control algorithns followed at the end-systens MJST be
essentially the same as the congestion control response to a *single*
dropped packet. For exanple, for ECN Capable TCP the source TCP is
required to halve its congestion wi ndow for any w ndow of data
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containing either a packet drop or an ECN indication. However, we
woul d |ike to point out some notable exceptions in the reaction of
the source TCP, related to following the shorter-tine-scale details
of particular inplenmentations of TCP. For TCP's response to an ECN
indication, we do not recommend such behavior as the slowstart of
Tahoe TCP in response to a packet drop, or Reno TCP's wait of roughly
half a round-trip time during Fast Recovery.

One reason for requiring that the congestion-control response to the
CE packet be essentially the same as the response to a dropped packet
is to accommodate the increnental deployment of ECN in both end-
systens and in routers. Sone routers may drop ECN Capabl e packets
(e.g., using the sane RED policies for congestion detection) while
other routers set the CE bit, for equivalent |evels of congestion.
Simlarly, a router mght drop a non- ECN- Capabl e packet but set the
CE bit in an ECN Capabl e packet, for equivalent |evels of congestion.
Di fferent congestion control responses to a CE bit indication and to
a packet drop could result in unfair treatment for different flows.

An additional requirenent is that the end-systens should react to
congestion at nost once per w ndow of data (i.e., at nobst once per
roundtrip tinme), to avoid reacting nultiple times to nmultiple
indications of congestion within a roundtrip tine.

For a router, the CE bit of an ECN Capabl e packet should only be set
if the router woul d otherw se have dropped the packet as an
indication of congestion to the end nodes. Wen the router’s buffer
is not yet full and the router is prepared to drop a packet to inform
end nodes of incipient congestion, the router should first check to
see if the ECT bit is set in that packet’s IP header. |If so, then
instead of dropping the packet, the router MAY instead set the CE bit
in the I P header.

An environnent where all end nodes were ECN- Capable could all ow new
criteria to be devel oped for setting the CE bit, and new congestion
control nechani sms for end-node reaction to CE packets. However,
this is a research issue, and as such is not addressed in this
docunent .

Wien a CE packet is received by a router, the CE bit is left
unchanged, and the packet transmtted as usual. Wen severe
congestion has occurred and the router’s queue is full, then the
router has no choice but to drop sonme packet when a new packet
arrives. W anticipate that such packet |osses will becone
relatively infrequent when a majority of end-systens become ECN
Capabl e and participate in TCP or other conpatible congestion control
mechani sns. | n an adequat el y- provi si oned network in such an ECN-
Capabl e environnent, packet |osses should occur primarily during
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transients or in the presence of non-cooperating sources.

We expect that routers will set the CE bit in response to incipient
congestion as indicated by the average queue size, using the RED

al gorithms suggested in [FJ93, RFC2309]. To the best of our

know edge, this is the only proposal currently under discussion in
the IETF for routers to drop packets proactively, before the buffer
overflows. However, this docunment does not attenpt to specify a
particul ar mechani smfor active queue nanagenent, |eaving that
endeavor, if needed, to other areas of the IETF. Wiile ECNis
inextricably tied up with active queue managerment at the router, the
reverse does not hold; active queue managenent nechani sns have been
devel oped and depl oyed i ndependently from ECN, using packet drops as
i ndications of congestion in the absence of ECNin the IP
architecture.

Support fromthe Transport Protocol

ECN requires support fromthe transport protocol, in addition to the
functionality given by the ECN field in the I P packet header. The
transport protocol mght require negotiation between the endpoints
during setup to determine that all of the endpoints are ECN capabl e,
so that the sender can set the ECT bit in transmtted packets.
Second, the transport protocol nust be capable of reacting
appropriately to the recei pt of CE packets. This reaction could be
in the formof the data receiver informng the data sender of the
recei ved CE packet (e.g., TCP), of the data receiver unsubscribing to
a layered multicast group (e.g., RLM[MIV96]), or of some other
action that ultimately reduces the arrival rate of that flow to that
receiver.

This docunent only addresses the addition of ECN Capability to TCP,

| eaving issues of ECN and other transport protocols to further
research. For TCP, ECN requires three new nechani sns: negotiation
bet ween the endpoints during setup to determine if they are both
ECN- capabl e; an ECN-Echo flag in the TCP header so that the data
receiver can informthe data sender when a CE packet has been

recei ved; and a Congesti on Wndow Reduced (CWR) flag in the TCP
header so that the data sender can informthe data receiver that the
congestion wi ndow has been reduced. The support required from other
transport protocols is likely to be different, particular for
unreliable or reliable nulticast transport protocols, and will have
to be determi ned as other transport protocols are brought to the | ETF
for standardization.
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6.1. TCP

The foll owing sections describe in detail the proposed use of ECN in
TCP. This proposal is described in essentially the same formin

[ Fl oyd94] . We assune that the source TCP uses the standard congestion
control algorithms of Slowstart, Fast Retransmit and Fast Recovery

[ RFC 2001] .

This proposal specifies two new flags in the Reserved field of the
TCP header. The TCP nechani sm for negotiating ECN Capability uses
the ECN-Echo flag in the TCP header. (This was called the ECN Notify
flag in sone earlier docunments.) Bit 9 in the Reserved field of the
TCP header is designated as the ECN-Echo flag. The location of the
6-bit Reserved field in the TCP header is shown in Figure 3 of RFC
793 [ RFC793] .

To enable the TCP receiver to deternmine when to stop setting the
ECN- Echo flag, we introduce a second new flag in the TCP header, the
Congestion Wndow Reduced (CWR) flag. The CWR flag is assigned to
Bit 8 in the Reserved field of the TCP header.

The use of these flags is described in the sections bel ow
.1.1. TCP Initialization

I'n the TCP connection setup phase, the source and destination TCPs
exchange information about their desire and/or capability to use ECN
Subsequent to the conpletion of this negotiation, the TCP sender sets
the ECT bit in the I P header of data packets to indicate to the
network that the transport is capable and willing to participate in
ECN for this packet. This will indicate to the routers that they may
mark this packet with the CE bit, if they would like to use that as a
met hod of congestion notification. If the TCP connecti on does not
wish to use ECN notification for a particular packet, the sending TCP
sets the ECT bit equal to O (i.e., not set), and the TCP receiver
ignores the CE bit in the received packet.

When a node sends a TCP SYN packet, it may set the ECN-Echo and CWR
flags in the TCP header. For a SYN packet, the setting of both the
ECN- Echo and CWR fl ags are defined as an indication that the sending
TCP is ECN Capabl e, rather than as an indication of congestion or of
response to congestion. Mre precisely, a SYN packet with both the
ECN- Echo and CWR fl ags set indicates that the TCP inpl enentation
transmtting the SYN packet will participate in ECN as both a sender
and receiver. As a receiver, it will respond to incomng data
packets that have the CE bit set in the |IP header by setting the
ECN- Echo flag in outgoing TCP Acknow edgenent (ACK) packets. As a
sender, it will respond to incom ng packets that have the ECN Echo
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flag set by reducing the congestion w ndow when appropriate.

When a node sends a SYN-ACK packet, it may set the ECN-Echo flag, but
it does not set the CWR flag. For a SYN-ACK packet, the pattern of
the ECN-Echo flag set and the CWR flag not set in the TCP header is
defined as an indication that the TCP transnmtting the SYN-ACK packet
is ECN- Capabl e.

There is the question of why we chose to have the TCP sending the SYN
set two ECN-related flags in the Reserved field of the TCP header for
the SYN packet, while the responding TCP sending the SYN-ACK sets
only one ECN-related flag in the SYN-ACK packet. This asymetry is
necessary for the robust negotiation of ECN-capability with depl oyed
TCP inplenentations. There exists at |east one TCP inplenentation in
which TCP receivers set the Reserved field of the TCP header in ACK
packets (and hence the SYN-ACK) sinply to reflect the Reserved field
of the TCP header in the received data packet. Because the TCP SYN
packet sets the ECN-Echo and CWR flags to indicate ECN-capability,
whil e the SYN-ACK packet sets only the ECN-Echo flag, the sending TCP
correctly interprets a receiver’s reflection of its ow flags in the
Reserved field as an indication that the receiver is not ECN capable.

.1.2. The TCP Sender

For a TCP connection using ECN, data packets are transmitted with the
ECT bit set in the IP header (set to a "1"). |f the sender receives
an ECN-Echo ACK packet (that is, an ACK packet with the ECN Echo flag
set in the TCP header), then the sender knows that congestion was
encountered in the network on the path fromthe sender to the
receiver. The indication of congestion should be treated just as a
congestion |l oss in non-ECN Capable TCP. That is, the TCP source

hal ves the congestion w ndow "cwnd" and reduces the slow start
threshold "ssthresh". The sending TCP does NOT increase the
congestion window in response to the recei pt of an ECN-Echo ACK
packet .

A critical condition is that TCP does not react to congestion
indications nore than once every wi ndow of data (or nore |oosely,
nmore than once every round-trip time). That is, the TCP sender’s
congestion w ndow shoul d be reduced only once in response to a series
of dropped and/or CE packets froma single w ndow of data, In
addition, the TCP source should not decrease the slowstart
threshold, ssthresh, if it has been decreased within the |ast round
trip time. However, if any retransnmitted packets are dropped or have
the CE bit set, then this is interpreted by the source TCP as a new
instance of congestion.
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After the source TCP reduces its congestion w ndow in response to a
CE packet, incom ng acknow edgenents that continue to arrive can
"clock out" outgoing packets as allowed by the reduced congestion
wi ndow. |If the congestion wi ndow consists of only one MSS (nmaxi num
segnent size), and the sending TCP receives an ECN- Echo ACK packet,

then the sending TCP should in principle still reduce its congestion
wi ndow in hal f. However, the value of the congestion wi ndowis
bounded bel ow by a value of one MSS. |If the sending TCP were to

continue to send, using a congestion window of 1 MSS, this results in
the transm ssion of one packet per round-trip tinme. W believe it is
desirable to still reduce the sending rate of the TCP sender even
further, on receipt of an ECN-Echo packet when the congestion w ndow
is one. W use the retransmit timer as a neans to reduce the rate
further in this circunstance. Therefore, the sending TCP should al so
reset the retransmt timer on receiving the ECN-Echo packet when the
congestion window is one. The sending TCP will then be able to send
a new packet when the retransmt timer expires.

[ Fl oyd94] discusses TCP's response to ECN in nore detail. [Floyd98]
di scusses the validation test in the ns sinmulator, which illustrates
a wi de range of ECN scenarios. These scenarios include the follow ng:
an ECN fol | oned by another ECN, a Fast Retransmit, or a Retransmt
Timeout; a Retransmit Tinmeout or a Fast Retransmit followed by an
ECN, and a congestion w ndow of one packet followed by an ECN.

TCP foll ows existing algorithns for sending data packets in response
to incom ng ACKs, nultiple duplicate acknow edgenents, or retransnit
timeouts [ RFC2001].

.1.3. The TCP Recei ver

When TCP receives a CE data packet at the destination end-system the
TCP data receiver sets the ECN-Echo flag in the TCP header of the
subsequent ACK packet. |If there is any ACK w thhol di ng i npl enent ed,
as in current "del ayed- ACK" TCP inpl enentations where the TCP
receiver can send an ACK for two arriving data packets, then the
ECN-Echo flag in the ACK packet will be set to the OR of the CE bits
of all of the data packets being acknow edged. That is, if any of
the received data packets are CE packets, then the returning ACK has
the ECN-Echo flag set.

To provide robustness against the possibility of a dropped ACK packet
carrying an ECN-Echo flag, the TCP receiver nust set the ECN Echo
flag in a series of ACK packets. The TCP receiver uses the CWR flag
to determine when to stop setting the ECN-Echo fl ag.
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When an ECN- Capabl e TCP reduces its congesti on wi ndow for any reason
(because of a retransmit tinmeout, a Fast Retransmit, or in response
to an ECN Notification), the TCP sets the CWR flag in the TCP header
of the first data packet sent after the w ndow reduction. |[|f that
data packet is dropped in the network, then the sending TCP will have
to reduce the congestion wi ndow again and retransnit the dropped
packet. Thus, the Congestion W ndow Reduced nessage is reliably
delivered to the data receiver.

After a TCP receiver sends an ACK packet with the ECN-Echo bit set,
that TCP receiver continues to set the ECN-Echo flag in ACK packets
until it receives a CWR packet (a packet with the CWR flag set).
After the receipt of the CAR packet, acknow edgenents for subsequent
non- CE data packets do not have the ECN-Echo flag set. |If another CE
packet is received by the data receiver, the receiver wuld once

agai n send ACK packets with the ECN-Echo flag set. Wile the receipt
of a CWR packet does not guarantee that the data sender received the
ECN- Echo nessage, this does indicate that the data sender reduced its
congestion wi ndow at sonme point *after* it sent the data packet for
which the CE bit was set.

W have already specified that a TCP sender reduces its congestion

wi ndow at nost once per window of data. This nechanismrequires sone
care to neke sure that the sender reduces its congesti on w ndow at
nost once per ECN indication, and that nultiple ECN nessages over
several successive w ndows of data are properly reported to the ECN
sender. This is discussed further in [Floyd98].

6.1.4. Congestion on the ACK-path

For the current generation of TCP congestion control algorithns, pure
acknow edgenment packets (e.g., packets that do not contain any
acconpanyi ng data) should be sent with the ECT bit off. Current TCP
recei vers have no nmechanisns for reducing traffic on the ACK-path in
response to congestion notification. Mechanisnms for responding to
congestion on the ACK-path are areas for current and future research.
(One sinple possibility would be for the sender to reduce its
congestion wi ndow when it receives a pure ACK packet with the CE bit
set). For current TCP inplenentations, a single dropped ACK generally
has only a very small effect on the TCP' s sending rate.

Summary of changes required in I[P and TCP
Two bits need to be specified in the I P header, the ECN Capabl e

Transport (ECT) bit and the Congestion Experienced (CE) bit. The ECT
bit set to "0" indicates that the transport protocol wll ignore the
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CE bit. This is the default value for the ECT bit. The ECT bit set
to "1" indicates that the transport protocol is willing and able to
participate in ECN

The default value for the CE bit is "0". The router sets the CE bit
to "1" to indicate congestion to the end nodes. The CE bit in a
packet header shoul d never be reset by a router from"1" to "0".

TCP requires three changes, a negotiation phase during setup to
determne if both end nodes are ECN capable, and two new flags in the
TCP header, fromthe "reserved" flags in the TCP flags field. The
ECN-Echo flag is used by the data receiver to informthe data sender
of a received CE packet. The Congestion W ndow Reduced flag is used
by the data sender to informthe data receiver that the congestion

wi ndow has been reduced.

Non-rel ationship to ATMs EFCl indicator or Frane Relay’ s FECN

Since the ATM and Frane Rel ay nechani snms for congestion indication
have typically been defined wi thout any notion of average queue size
as the basis for determning that an internedi ate node i s congested,
we believe that they provide a very noisy signal. The TCP-sender
reaction specified in this draft for ECNis NOT the appropriate
reaction for such a noisy signal of congestion notification. It is
our expectation that ATMs EFCl and Frane Relay’s FECN nechani sns
woul d be phased out over tine within the ATM network. However, if
the routers that interface to the ATM network have a way of

mai ntai ning the average queue at the interface, and use it to come to
a reliable determ nation that the ATM subnet is congested, they may
use the ECN notification that is defined here.

W enphasi ze that a *single* packet with the CE bit set in an IP
packet causes the transport layer to respond, in terns of congestion
control, as it would to a packet drop. As such, the CE bit is not a
good match to a transient signal such as one based on the

i nstant aneous queue size. However, experinments in techniques at
layer 2 (e.g., in ATMswi tches or Frane Relay sw tches) should be
encouraged. For exanple, using a schenme such as RED (where packet
marking i s based on the average queue | ength exceeding a threshold),
| ayer 2 devices could provide a reasonably reliable indication of
congestion. Wen all the layer 2 devices in a path set that layer’'s
own Congestion Experienced bit (e.g., the EFCl bit for ATM the FECN
bit in Frame Relay) in this reliable manner, then the interface
router to the layer 2 network could copy the state of that |ayer 2
Congestion Experienced bit into the CE bit in the IP header. W
recogni ze that this is not the current practice, nor is it in current
standards. However, encouraging experinentation in this manner may
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provide the information needed to enabl e evol ution of existing |ayer
2 mechani sms to provide a nore reliable means of congestion
indication, when they use a single bit for indicating congestion.

Non- conpl i ance by the End Nodes

This section discusses concerns about the vulnerability of ECN to
non-conpl i ant end-nodes (i.e., end nodes that set the ECT bit in
transmtted packets but do not respond to received CE packets). W
argue that the addition of ECN to the IP architecture woul d not
significantly increase the current vulnerability of the architecture
to unresponsive flows.

Even for non-ECN environnents, there are serious concerns about the
damage that can be done by non-conpliant or unresponsive flows (that
is, flows that do not respond to congestion control indications by
reducing their arrival rate at the congested link). For exanple, an
end-node could "turn off congestion control” by not reducing its
congestion wi ndow in response to packet drops. This is a concern for

the current Internet. It has been argued that routers will have to
depl oy nechanisns to detect and differentially treat packets from
non-conpliant flows. |t has al so been argued that techni ques such as

end-to-end per-flow scheduling and isolation of one flow from
another, differentiated services, or end-to-end reservations coul d
renove sone of the nore damagi ng effects of unresponsive flows.

It has been argued that dropping packets in itself may be an adequate
deterrent for non-conpliance, and that the use of ECN renoves this
deterrent. W would argue in response that (1) ECN- capabl e routers
preserve packet-dropping behavior in times of high congestion; and
(2) even in times of high congestion, dropping packets in itself is
not an adequate deterrent for non-conpliance.

First, ECN Capable routers will only mark packets (as opposed to
droppi ng then) when the packet nmarking rate is reasonably |ow During
periods where the average queue size exceeds an upper threshold, and
therefore the potential packet marking rate would be high, our
recomendation is that routers drop packets rather then set the CE
bit in packet headers.

During the periods of |ow or noderate packet marking rates when ECN
woul d be depl oyed, there would be little deterrent effect on
unresponsive flows of dropping rather than marki ng those packets. For
exanpl e, delay-insensitive flows using reliable delivery m ght have
an incentive to increase rather than to decrease their sending rate
in the presence of dropped packets. Simlarly, delay-sensitive flows
using unreliable delivery might increase their use of FEC in response
to an increased packet drop rate, increasing rather than decreasing
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their sending rate. For the same reasons, we do not believe that
packet dropping itself is an effective deterrent for non-conpliance
even in an environnment of high packet drop rates.

Several nethods have been proposed to identify and restrict non-
conpliant or unresponsive flows. The addition of ECN to the network
envi ronment would not in any way increase the difficulty of designing
and depl oyi ng such nechanisns. |If anything, the addition of ECN to
the architecture would neke the job of identifying unresponsive flows
slightly easier. For exanple, in an ECN Capabl e environnent routers
are not linmted to information about packets that are dropped or have
the CE bit set at that router itself; in such an environment routers
coul d al so take note of arriving CE packets that indicate congestion
encountered by that packet earlier in the path.

Non- conpliance in the Network

The breakdown of effective congestion control could be caused not
only by a non-conpliant end-node, but also by the loss of the
congestion indication in the network itself. This could happen
through a rogue or broken router that set the ECT bit in a packet
froma non- ECN-capabl e transport, or "erased" the CE bit in arriving
packets. As one exanple, a rogue or broken router that "erased" the
CE bit in arriving CE packets would prevent that indication of
congestion fromreaching downstreamreceivers. This could result in
the failure of congestion control for that flow and a resulting
increase in congestion in the network, ultimately resulting in
subsequent packets dropped for this flow as the average queue size
increased at the congested gateway.

The actions of a rogue or broken router could also result in an
unnecessary indication of congestion to the end-nodes. These actions
can include a router dropping a packet or setting the CE bit in the
absence of congestion. From a congestion control point of view,
setting the CE bit in the absence of congestion by a non-conpliant
router woul d be no different than a router dropping a packet
unecessarily. By "erasing" the ECT bit of a packet that is later
dropped in the network, a router’s actions could result in an
unnecessary packet drop for that packet later in the network.

Concerns regarding the | oss of congestion indications from
encapsul ated, dropped, or corrupted packets are di scussed bel ow.
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1. Encapsul ated packets

Sonme care is required to handle the CE and ECT bits appropriately
when packets are encapsul ated and de-encapsul ated for tunnels.

When a packet is encapsul ated, the follow ng rules apply regarding
the ECT bit. First, if the ECT bit in the encapsulated (’inside’)
header is a 0, then the ECT bit in the encapsul ating (' outside’)
header MJUST be a 0. If the ECT bit in the inside header is a 1, then
the ECT bit in the outside header SHOULD be a 1.

When a packet is de-encapsulated, the follow ng rules apply regarding
the CE bit. |If the ECT bit is a 1 in both the inside and the outside
header, then the CE bit in the outside header MJUST be ORed with the
CE bit in the inside header. (That is, in this case a CE bit of 1 in
the outside header nust be copied to the inside header.) |If the ECT
bit in either header is a 0, then the CE bit in the outside header is
ignored. This requirement for the treatment of de-encapsul ated
packets does not currently apply to |Psec tunnels.

A specific exanple of the use of ECN with encapsul ati on occurs when a
flow wi shes to use ECN-capability to avoid the danger of an
unnecessary packet drop for the encapsul ated packet as a result of
congestion at an internmediate node in the tunnel. This functionality
can be supported by copying the ECN field in the inner |P header to
the outer |P header upon encapsul ation, and using the ECN field in
the outer IP header to set the ECN field in the inner |IP header upon
decapsul ation. This effectively allows routers along the tunnel to
cause the CE bit to be set in the ECN field of the unencapsulated IP
header of an ECN-capabl e packet when such routers experience
congestion.

2. | Psec Tunnel Considerations

The | Psec protocol, as defined in [ESP, AH, does not include the IP
header’s ECN field in any of its cryptographic calculations (in the
case of tunnel node, the outer IP header’s ECN field is not
included). Hence nodification of the ECN field by a network node has
no effect on |Psec’s end-to-end security, because it cannot cause any
I Psec integrity check to fail. As a consequence, |Psec does not
provi de any defense agai nst an adversary’s nodification of the ECN
field (i.e., a man-in-the-mddle attack), as the adversary's

nodi fication will also have no effect on IPsec’s end-to-end security.
In sone environnents, the ability to nodify the ECN field without
affecting I Psec integrity checks may constitute a covert channel; if
it is necessary to elimnate such a channel or reduce its bandw dth,
then the outer I P header’s ECN field can be zeroed at the tunnel
ingress and egress nodes.
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The | Psec protocol currently requires that the inner header’s ECN
field not be changed by I Psec decapsul ati on processing at a tunnel
egress node. This ensures that an adversary’'s nodifications to the
ECN field cannot be used to launch theft- or denial-of-service
attacks across an | Psec tunnel endpoint, as any such nodifications
wi |l be discarded at the tunnel endpoint. This docunent nekes no
change to that |Psec requirenment. As a consequence of the current
speci fication of the |IPsec protocol, we suggest that experiments with
ECN not be carried out for flows that will undergo |IPsec tunneling at
the present tinme.

If the I Psec specifications are nodified in the future to pernmt a
tunnel egress node to nodify the ECN field in an inner |P header
based on the ECN field value in the outer header (e.g., copying part
or all of the outer ECN field to the inner ECN field), or to pernmt
the ECN field of the outer I P header to be zeroed during

encapsul ati on, then experinments with ECN may be used in conbination
with | Psec tunneling.

Thi s di scussion of ECN and | Psec tunnel considerations draws heavily
on rel ated discussions and docunents fromthe Differentiated Services
Wor ki ng Group.

3. Dropped or Corrupted Packets

An addi tional issue concerns a packet that has the CE bit set at one
router and is dropped by a subsequent router. For the proposed use
for ECN in this paper (that is, for a transport protocol such as TCP
for which a dropped data packet is an indication of congestion), end
nodes detect dropped data packets, and the congestion response of the
end nodes to a dropped data packet is at |least as strong as the
congestion response to a received CE packet.

However, transport protocols such as TCP do not necessarily detect
al | packet drops, such as the drop of a "pure" ACK packet; for
exanpl e, TCP does not reduce the arrival rate of subsequent ACK
packets in response to an earlier dropped ACK packet. Any proposal
for extending ECN-Capability to such packets woul d have to address
concerns rai sed by CE packets that were |ater dropped in the network.

Simlarly, if a CE packet is dropped later in the network due to
corruption (bit errors), the end nodes should still invoke congestion
control, just as TCP would today in response to a dropped data
packet. This issue of corrupted CE packets woul d have to be
considered in any proposal for the network to distinguish between
packets dropped due to corruption, and packets dropped due to
congestion or buffer overflow.
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11. A sunmmary of related work.

[ Fl oyd94] considers the advantages and drawbacks of adding ECN to the
TCP/I P architecture. As shown in the sinulation-based conparisons,
one advantage of ECN is to avoid unnecessary packet drops for short
or del ay-sensitive TCP connections. A second advantage of ECNis in
avoi di ng sonme unnecessary retransnmt timeouts in TCP. This paper

di scusses in detail the integration of ECN into TCP s congestion
control nechanisnms. The possibl e di sadvantages of ECN di scussed in
the paper are that a non-conpliant TCP connection could falsely
advertise itself as ECN-capable, and that a TCP ACK packet carrying
an ECN- Echo nessage could itself be dropped in the network. The
first of these two issues is discussed in Section 8 of this docunent,
and the second is addressed by the proposal in Section 5.1.3 for a
CWR flag in the TCP header.

[ CKLTZ97] reports on an experinental inplenmentation of ECNin |Pv6.
The experinents include an inplenentation of ECN in an existing
inmplementation of RED for FreeBSD. A nunber of experinents were run
to denonstrate the control of the average queue size in the router,
the performance of ECN for a single TCP connection as a congested
router, and fairness with multiple conpeting TCP connections. One
conclusion of the experiments is that dropping packets froma bul k-
data transfer can degrade performance nuch nore severely than nmarking
packet s.

Because the experinental inplenentation in [CKLTZ97] predates sone of
the devel opnents in this docunent, the inplenentation does not
conformto this docunent in all respects. For exanple, in the
experinmental inplenmentation the CWR flag is not used, but instead the
TCP receiver sends the ECN-Echo bit on a single ACK packet.

[ K98] and [CKLTZ98] build on [CKLTZ97] to further analyze the
benefits of ECN for TCP. The conclusions are that ECN TCP gets
noderately better throughput than non-ECN TCP; that ECN TCP flows are
fair towards non-ECN TCP flows; and that ECN TCP is robust wth two-
way traffic, congestion in both directions, and with nultiple
congested gateways. Experinents with many short web transfers show
that, while npbst of the short connections have simlar transfer tines
with or without ECN, a snall percentage of the short connections have
very long transfer tines for the non-ECN experinents as conpared to
the ECN experinents. This increased transfer tinme is particularly
dramatic for those short connections that have their first packet
dropped in the non-ECN experinments, and that therefore have to wait
six seconds for the retransmit tiner to expire.

The ECN Web Page [ ECN] has pointers to other inplenmentations of ECN
in progress.
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Concl usi ons

G ven the current effort to inplement RED, we believe this is the
right time for router vendors to exam ne how to inplenment congestion
avoi dance nmechani snms that do not depend on packet drops alone. Wth
the increased depl oynent of applications and transports sensitive to
the delay and | oss of a single packet (e.g., realtine traffic, short
web transfers), depending on packet |oss as a normal congestion
notification mechani smappears to be insufficient (or at the very

| east, non-optinal).
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Security Considerations
Security considerations have been discussed in Section 9.
| Pv4 Header Checksum Recal cul ation

| Pv4 header checksumrecalculation is an issue with sone high-end
router architectures using an output-buffered switch, since nost if
not all of the header manipulation is perfornmed on the input side of
the switch, while the ECN decision would need to be nade local to the
output buffer. This is not an issue for IPv6, since there is no | Pv6
header checksum The I Pv4 TOS octet is the last byte of a 16-bit

hal f - wor d.

RFC 1141 [RFC1141] discusses the increnental updating of the |Pv4
checksum after the TTL field is decremented. The increnental
updating of the IPv4 checksum after the CE bit was set would work as
follows: Let HC be the original header checksum and let HC be the
new header checksum after the CE bit has been set. Then for header
checksuns cal cul ated with one’s conpl enent subtraction, HC would be
recal cul ated as follows:
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HC ={ HC- 1 HC > 1

{ 0x0000 HC =1
For header checksuns cal cul ated on two’'s conpl enent nachi nes, HC
woul d be recalculated as follows after the CE bit was set:

HC ={ HC- 1 HC >0
{ OXFFFE HC =0

The notivation for the ECT bit.

The need for the ECT bit is notivated by the fact that ECN will be
depl oyed increnentally in an Internet where some transport protocols
and routers understand ECN and some do not. Wth the ECT bit, the
router can drop packets fromflows that are not ECN capable, but can
*instead* set the CE bit in flows that *are* ECN capable. Because the
ECT bit allows an end node to have the CE bit set in a packet
*instead* of having the packet dropped, an end node nmi ght have sone
incentive to depl oy ECN

If there was no ECT indication, then the router would have to set the
CE bit for packets from both ECN capabl e and non- ECN-capabl e fl ows.
In this case, there would be no incentive for end-nodes to depl oy
ECN, and no viable path of incremental deploynment froma non-ECN
world to an ECN- capabl e world. Consider the first stages of such an
incremental deploynment, where a subset of the flows are ECN capabl e.
At the onset of congestion, when the packet dropping/narking rate
woul d be low, routers would only set CE bits, rather than dropping
packets. However, only those flows that are ECN capabl e woul d

under stand and respond to CE packets. The result is that the ECN
capabl e fl ows woul d back off, and the non- ECN-capabl e flows woul d be
unawar e of the ECN signals and would continue to open their
congestion w ndows.

In this case, there are two possible outcones: (1) the ECN capabl e
flows back off, the non-ECN-capable flows get all of the bandw dth,
and congestion remains mld, or (2) the ECN-capable flows back off,
the non- ECN-capabl e flows don't, and congestion increases until the
router transitions fromsetting the CE bit to dropping packets.

Wil e this second outcone evens out the fairness, the ECN-capable
flows would still receive little benefit from bei ng ECN- capabl e,
because the increased congestion would drive the router to packet-
dr oppi ng behavi or.

A flow that advertised itself as ECN Capabl e but does not respond to
CE bits is functionally equivalent to a flow that turns off
congestion control, as discussed in Sections 8 and 9.
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Thus, in a world when a subset of the flows are ECN-capabl e, but
where ECN-capabl e fl ows have no mechanismfor indicating that fact to
the routers, there would be less effective and | ess fair congestion
control in the Internet, resulting in a strong incentive for end
nodes not to depl oy ECN

Wiy use two bits in the I P header?

G ven the need for an ECT indication in the | P header, there still
remai ns the question of whether the ECT (ECN Capabl e Transport) and
CE (Congestion Experienced) indications should be overloaded on a
single bit. This overloaded-one-bit alternative, explored in

[ Fl oyd94], would involve a single bit with two values. One val ue,
"ECT and not CE", would represent an ECN Capabl e Transport, and the
ot her value, "CE or not ECT", would represent either Congestion
Experi enced or a non- ECN- Capabl e transport.

One difference between the one-bit and two-bit inplenentations
concerns packets that traverse nultiple congested routers. Consider
a CE packet that arrives at a second congested router, and is

sel ected by the active queue nmanagenent at that router for either

marking or dropping. In the one-bit inplenentation, the second
congested router has no choice but to drop the CE packet, because it
cannot di stinguish between a CE packet and a non-ECT packet. In the

two-bit inplenmentation, the second congested router has the choice of
ei ther dropping the CE packet, or of leaving it alone with the CE bit
set.

Anot her difference between the one-bit and two-bit inplenentations
comes fromthe fact that with the one-bit inplenmentation, receivers
in a single flow cannot distinguish between CE and non- ECT packets.
Thus, in the one-bit inplenmentation an ECN- capabl e data sender woul d
have to unanbi guously indicate to the receiver or receivers whether
each packet had been sent as ECN- Capabl e or as non- ECN-Capable. One
possibility would be for the sender to indicate in the transport
header whether the packet was sent as ECN Capable. A second
possibility that would involve a functional limtation for the one-
bit inplenentation would be for the sender to unanbi guously indicate
that it was going to send *all* of its packets as ECN- Capable or as
non- ECN- Capabl e. For a nulticast transport protocol, this

unanbi guous indicati on woul d have to be apparent to receivers joining
an on-going multicast session.

Anot her advantage of the two-bit approach is that it is sonewhat nore
robust. The npbst critical issue, discussed in Section 8, is that the
defaul t indication should be that of a non-ECN Capable transport. In
a two-bit inplenentation, this requirenent for the default value
sinmply nmeans that the ECT bit should be ‘OFF by default. In the
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one-bit inplenentation, this nmeans that the single overloaded bit
shoul d by default be in the "CE or not ECT" position. This is |less
clear and straightforward, and possibly nore open to incorrect

inmpl ementations either in the end nodes or in the routers.

In summary, while the one-bit inplenentation could be a possible
inplementation, it has the following significant limtations relative
to the two-bit inplementation. First, the one-bit inplenentation has
nmore limted functionality for the treatment of CE packets at a
second congested router. Second, the one-bit inplenentation requires
either that extra information be carried in the transport header of
packets from ECN- Capable flows (to convey the functionality of the
second bit el sewhere, nanmely in the transport header), or that
senders in ECN- Capable flows accept the limtation that receivers
must be able to determine a priori which packets are ECN Capabl e and
which are not ECN Capable. Third, the one-bit inplenentation is
possibly nore open to errors fromfaulty inplenentations that choose
the wong default value for the ECN bit. W believe that the use of
the extra bit in the IP header for the ECT-bit is extrenely val uable
to overcone these limtations.

Historical definitions for the | Pv4 TOS octet

RFC 791 [ RFC791] defined the ToS (Type of Service) octet in the |P
header. In RFC 791, bits 6 and 7 of the ToS octet are listed as
"Reserved for Future Use", and are shown set to zero. The first two
fields of the ToS octet were defined as the Precedence and Type of
Service (TOS) fields.

0 1 2 3 4 5 6 7
emmn emmn emmn E E E E E +
|  PRECEDENCE | TOS | 0] 0 | RFC 791
FOR demme demme FOR dommen dommen dommen dommen +

RFC 1122 included bits 6 and 7 in the TGS field, though it did not
di scuss any specific use for those two bits:

0 1 2 3 4 5 6 7
P P P P P P P P +
|  PRECEDENCE | ToS [ RFC 1122
FE——_ P P FE——_— P P P P +

0 1 2 3 4 5 6 7
[T [T [T [T [ [ [ [ +
| PRECEDENCE | TGS | MBZ | RFC 1349
L L L L L L L L +
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Bit 6 inthe TOS field was defined in RFC 1349 for "M nim ze Mnetary
Cost". In addition to the Precedence and Type of Service (TOS)
fields, the last field, MBZ (for "nust be zero") was defined as
currently unused. RFC 1349 stated that "The originator of a datagram
sets [the MBZ] field to zero (unless participating in an Internet
protocol experinment which makes use of that bit)."

RFC 1455 [ RFC 1455] defined an experinental standard that used all
four bits in the TOS field to request a guaranteed |evel of |ink
security.

RFC 1349 is obsoleted by "Definition of the Differentiated Services
Field (DS Field) in the IPv4 and | Pv6 Headers" [DI FFSERV], in which
bits 6 and 7 of the DS field are listed as Currently Unused (CU).
The first six bits of the DS field are defined as the Differentiated
Servi ces CodePoi nt (DSCP):

0 1 2 3 4 5 6 7
E—_— E—_— E—_— E—_— E—_— E—_— E—_— E—_— +
| DSCP I cu |

f [ [ [ [ [ P [ +

Because of this unstable history, the definition of the ECN field in
this docunent cannot be guaranteed to be backwards conpatible wth
all past uses of these two bits. The damage that coul d be done by a
non- ECN- capabl e router would be to "erase" the CE bit for an ECN
capabl e packet that arrived at the router with the CE bit set, or set
the CE bit even in the absence of congestion. This has been

di scussed in Section 10 on "Non-conpliance in the Network".

The danmage that could be done in an ECN-capabl e environnent by a
non- ECN- capabl e end-node transmitting packets with the ECT bit set
has been discussed in Section 9 on "Non-conpliance by the End Nodes".
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or assist in its inplenmentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
included on all such copies and derivative works. However, this
docunent itself nmay not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organizations, except as needed for the purpose of

devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process mnust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The limted permissions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

This docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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