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Context
• fairly early in the Internet life

– before BGP-3
– before CIDR

• example of SIGCOMM “wild idea” paper
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Key Idea
• like other routing protocols:

– distributed routing for arbtirary size nets
– dynamic changes

• unlike other routing protocols
– (BGP policies…but not in landmark routing)
– concept of hierarchy based on landmarks
– and landmarks can by dynmically chosen (election algorithm)
– uses variable length names

• where useful?
– inside one AS
– ad hoc networks
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Why Landmark Routing?
• advantages

– main adavntage is self-
configuration

– no central control (=> self config)
– very different from the Internet

• good to think about alternate 
approaches

• disadvantages
– not necessarily takes shortest path

• (not unique to LM)
• simulation graphs suggest they’re 

better, but not pefect
– variable length address, harder to 

use
– doesn’t talk about policy 

approaches
– no central control (will break if 

people don’t cooperate)
– addresses are not unique
– addresses could change if the 

network reconfigures
• could be bad for clients
• addresses are tied up with routing
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Landmark Routing 
Disadvantages

• (see previous slide)
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Landmark hierarchy
• Details about things nearby and less 

information about things far away
• Not defined by arbitrary boundaries

– thus, not well suited to the real world that does 
have administrative boundaries

– (although he says something about adding 
admin boundaries)
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A Landmark
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Router 1 is a landmark
of radius 2
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Landmark Overview

• Landmark routers have “height” which determines how 
far away they can be seen (visibility)

• Routers within Radius n can see a landmark router 
LM(n) 

• See means that those routers have LM(n)’s address and 
know next hop to reach it. 
– Router x as an entry for router y if x is within radius of y

• Distance vector style routing with simple metric
• Routing table: Landmark (LM2(d), Level(2), Next hop)
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LM Hierarchy Definition

• Each LM (Li) associated with level (i) and 
radius (ri)

• Every node is an L0 landmark
• Recursion: some Li are also Li+1

– Every Li is seen by at least one Li+1

• Terminating state when all level j LMs see 
entire network

4c_Tsuchiya88a: CSci551 SP2006 © John Heidemann 21

LM Addressing

• LM2.LM1.LM0 (x.a.b and y.a.b)
• LM level has radius (part of 

configuration)
– ex: LM0: radius 1: everyone
– LM1: radius 2, x, y, z
– LM2: radius 8: y

• nodes pick addresses (for routing) up 
to the top-level landmark
– ex. what is c’s address?

• xxx
– what is a’s address?

• xxx

x
(L1)

y: (L2)
a

c
z (L1)
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Landmark Routing: Basic Idea
Given route to c.b.a:
• if I can route directly to a, do 
so
• otherwise, look for next highest 
landmark in address and head 
that way

• ex. source doesn’t see a, or 
b, but it (and everyone sees c 
at L2)
• guaranteeed to eventually 
encounter someone who sees 
L1, then L0
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LM Routing Computation
• what is the routing table at c?

– (address, level, next hop)
– xxx

• what is routing table at d?
– xxx

• what is table at b?
– xxx
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LM Routing
• c routing to y.y.b

– xxx
• c routing to y.x.a

– xxx
• c routing to y.y.a

– xxx
• b routing to y.x.a

– xxx
• b routing to y.y.a

– xxx
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LM Routing
• LM is not strict hierarchical forwarding

– why?  don’t go through the landmark, just towards it
• En route to LM1 may encounter router that is within 

LM0 radius of destination address (like longest 
match)

• It is not a source route
– source routing in Internet is a path (x, y, z); route through 

router x to y  then to z
– why?  xxx

• Paths may be asymmetric
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LM self-configuration

• Bottom-up hierarchy construction algorithm
– goal to bound number of children

• Every router is L0 landmark
• All routers advertise themselves over a distance
• All Li landmarks run election to self-promote 

one or more Li+1 landmarks
• Dynamic algorithm to adapt to topology 

changes--Efficient hierarchy
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Evaluation

• analytic results
– but bounds not very 

helpful

• simulation
– routing table size (R)
– mean path length
– distance to nearby 

landmark
– (seems weak)

[Figure 6 from Tsuchiya88a]
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bigger radii and 
larger routing 
tables => 
shorter paths

bigger radii => 
larger routing 
tables
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Other questions/comments?
• why distributed vs. centralized ?

– distributed can be more fault tolerant (no central point of failure)
– some networks we don’t know number of nodes or may not have a 

central authorty or know where it is
– overhead could be lower with distributed algorithm (don’t send 

things long distances, just send to the radius)
• why prefer centralized?

– easier maintence only go to one place
– changes could be consistent
– if something breaks, you know where to go
– sometimes easier to invest more in a central point and therefore

make it very very reliable


