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Key Ideas
• packet dynamics: detailed, fine-timescale network 

behavior
• describes methodology to observe these things
• network phenomena, ex:

– reordering
– loss, corruption, delay
– replication

• protocol design implications
– re-evaluates some network design decisions

• RTO calculation, fast retransmit parameters, etc.
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Methodology
• Previous studies 

– Focused on a small number of paths
– Used simple traffic (ICNP pings, etc.)

• Paxson’s study: quite revolutionary!
– TCP bulk transfers
– why?

• most internet tfc is TCP, maybe this way better 
captures what the real world sees

• see the effects of TCP congestion control alg
– had n measurement sites, looked at n2 sites
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Pathologies: Reordering
• Reordering: packets arrive at 

receiver in a different order 
than they were sent

• why do we care?
– TCP assumes no re-ordering 

(ex: RTO estimation, ACK 
clocking, fast retx)

• Evidence:
– Significant (non-

trivial) occurrence (10-
30% connections)

– Strongly-site 
dependent

• causes
– route flutter (different 

routes for different 
packets)

– forwarding lulls
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Impact of Reordering?
• problem: unneeded retransmission 

from TCP
– TCP looks at the ACK stream and makes 

assumptions (ex. triple-dup-acks)
• fixes

– wait longer on either end to see if 
reordering works out

– SACK
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Other Pathologies
• Packet duplication

– Link layer retransmissions
– Happens, but very infrequently

• Packet corruption
– about 1 in 5000 (2x10-4!)
– is TCP’s 16-bit checksum enough? 

• maybe not: 2-16 errors get through, x 1:5000 errors 
=> non trivial number of unnoticed errors

• (personally, 1:5000 seems a bit high)
• but be careful about methodology
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Bottleneck Bandwidth Estimation
• How to find  bottleneck path bandwidth?

– bottleneck bw: max possible rate
– vs. available bandwidth: reasonable share

• who cares about bottleneck bw?
– helps bound response time

• how does Paxson determine bottleneck 
bandwidth?
– packet pair

11c_Paxson99b: CSci551 SP2006 © John Heidemann 30

Packet Pair Pictorally: Link Effects

packets that pass through a link:  no change

packets that pass through a narrower link:  spacing is 
larger

[Figures from
Sinha, Papadopolous, 
Heidemann, 2006]
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PP for Bottleneck Bandwidth
• Packet pair 

– Send two packets, each 
size S, closely spaced

– At bottleneck, the 
packets are separated 
by a time T

– Bottleneck bandwidth 
is given by S/T

• this detects bottleneck 
bandwidth
– the physical speed of 

the link

• measure at receiver or 
sender

• assumptions
– no drops
– FIFO routing
– same path
– bottelneck bandwidth 

is constant
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Packet Pair Problems (and fixes)

• Out-of-order delivery (try again)
• Clock granularity (packet bunch modes)
• etc.
• Route changes (xxx)
• Multi-channel links (xxx)
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Fix? Packet-Bunch Modes
• Compute estimates from bunches of packets 

each sent closely spaced to the next
– take mode all estimates
– different results at different times => route 

change
– different results at same time => multi-channel 

links
– more packets allows coarser clock granularity
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PP for Available Bandwidth
• others have used packet pair to detect 

available bandwidth
– bottleneck bandwidth: raw link speed
– available bandwidth: link speed considering 

cross traffic
• same principles as Paxson’s approach apply

– but accept cross traffic effects
– and beware that there are multiple causes going 

on (expanding and contracting packet spacing)
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Packet Pair Pictorally: Cross Traffic

packets queue behind traffic: compression

packets with traffic between them:  spacing is expand 
by 1 pkt time

[Figures from
Sinha, Papadopolous, 
Heidemann, 2006]
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Packet Loss
• fairly high rates (3% or 5%)

– much higher on some links, ex. US to 
Europe

– supposedly this is better now (more 
capacity deployed)

• but many connections are loss-free 
(30-66%)
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Is Loss Predictive?
(i.e., does loss of i imply risk of i+1?)

• short-time-scale: 
packet a to b
– define loaded and 

unloaded pkts
• loaded := back-to-back, 

i queued behind i-1
• else unloaded (sufficent

spacing that no self-
queueing)

– loaded pkts have much 
higher loss rates

• long-time scale: 
hours or days
– zero/non-zero is 

predictive (data not 
in paper)

– actual loss rate is 
not predictive

– allows traffic 
engineering
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Burst Loss?
• conditional loss definition

– P[pkt i lost | pkt i-1 was lost]
• why?

– if the packets are 
interdependent

– in drop-tail queues they drop 
when the queue is completely 
full

• implications?
– motivate deployment of RED
– TCP retx algorithms
– TCP modeling assumed 

independent losses
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Other Loss Questions
• Conditional loss by region

– are there busy international links?
– table 1, into Europe seems higher

• Data packet vs. ACK loss
– not really different
– (would have expected higher data pkt loss 

rates because they’re longer)

11c_Paxson99b: CSci551 SP2006 © John Heidemann 54

Queueing Delay Time-Scales
• Queueing delay at 

different time 
scales
– Measured by 

variations in one-
way transit times

– compare right and 
left median 
queueing delay 
for some 
timescale m

– find m with 
largest r-l 
difference

• observations:
– xxx

interpkt
sending
time

rtt times longer times
(O(rt changes))
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Other questions/observations?
• xxx


