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Context
• BGP widely deployed in the Internet
• but poorly understood
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Key Idea
• causes of convergence delay

– after failure you must find the new path
– lots of ASes

• and you try really hard, trying all the different ASes
– too many message (partly)

• get many messages because any change causes more message
– (some) policy decisions cause delayed convergence

• but not really in this paper
• problems during failures

– packet loss and increased latency
• methodology

– experiments: data from routes over the Internet
– analysis: worst case convergence of Path-Vector based DV protools O(n!), 

or even O(n-3) in the real world [n is number of ASes in the complete 
graph]
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Why is Convergence Important?
• robustness

– PSTN (telephone) failover times are in 
milliseconds

– Internet failover times are in 10s of 
seconds

– open research question: how can Internet 
routing do much better?
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Methodology
• experiments
• analysis
• simulations
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Methodology Picture

Internet-scale experimentation.
What kinds of complexities arise?
Have to be careful with real routes!

([Labovitz00a]
Figure 1)
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Comments? Tup and Tshort converge faster than Tlong and 
Tdown; most convergence happen in bounded time, but some 
take a long time

Observed Convergence Latency
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Other Observations
• No correlation between network 

distance (latency, router, or AS hops) 
and convergence times

• Why is long convergence bad?…
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Affects on Traffic for Tshort or 
Tlong

([Labovitz00a] figure 4a)

Why does loss go up?
There’s always a 
direct path?
could be buffer 
problems; stronger 
reason: route loops 
and convergence time

Tshort

Tlong
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How To Tell What’s Going On?
• Simulate BGP

– model one router per AS
– assume full routing mesh
– ignore latency
– synchronous processing via global queue
⇒simple model that captures key details
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What’s going on?
• symptom: long convergence
• cause:

– we many paths before report failure
• cases:

– Tup: no path, now new path
– Tdown: path, now no path
– Tshort: longer path, now shorter
– Tlong: short path now longer

• convergence takes longest Tdown Tlong
– good news travels fast
– only take bad news grudgingly (only after you rule out all the 

shorter cases)

BGP Convergence Example
R

AS0 AS1

AS2
AS3

*B  R via 3
B  R   via 03      
B  R   via 23

*B  R via 3
B  R  via 03
B  R  via 13      

*B  R via 3
B  R   via 13
B  R   via 23         

AS0 AS1 AS2

** *
*B  R   via 203

*B  R   via 013
B  R   via 103
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What about MinRouteAdver?
• BGP has a minimum advertisement interval timer

– designed to limit updates
– and to encourage aggregation

• How does it affect convergence?
– by delaying announcements, routers figure out the pain 

sooner
– see section 5.2

• result: waiting speeds convergence by allowing 
routers to make decisions on more complete 
information
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Does this explain measurements?
• Tup/Tshort converge quickly because 

they shorten path length and therefore 
are quickly accepted

• Tdown/Tlong converge slowly because 
BGP tries hard to find all alternatives
– Tlong actually sometimes goes quicker if 

it’s “not long enough” and can preempt 
some of the thrashing
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Other Observations
• Could do loop detection at sender side 

and not just receiver side
• how hard were the experiments?

– need distributed hosts
– need a fair amount of time to observe net
– but doable (and more doable today)


