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Network Addressing
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Idealized Network Structure

Backbones

Regionals

Campus LANs
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Packet Traveling Through the 
Internet
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Routers send packet 
to next closest hop

H: Hosts

R: Routers 3d_addressing: CSci551 SP2006 © 2003 John Heidemann 6

What Is the Problem?
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Scalable Routing?
• How can every router know where any

packet should go?
– the Internet is ~1M networks and ~160M 

hosts!
⇒ routing table and hierarchy

⇒ idea: know the major networks
⇒ you don’t know the networks (actually 

the details of the topology) inside AT&T
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Classful Routing
(Internet Classic)

• take a 32-bit IP address, get 4 classes

• A: 128 networks @ 16M hosts each
• B: 16k networks @ 64k hosts each
• C: 2M networks @ 256 hosts each
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And Subnets
• Not just network and host, but another 

level of division, the subnet
– network: 128.9.0.0 --- class B, 64k hosts
– subnet: 128.9.240.0, mask 255.255.240.0

--- part of it, 4k hosts

network host

network hostsubnet

128.9.

128.9. .240.
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Classful Addressing Trade-offs
pros:
• simplified routing

– look at top bits and 
you know how to id 
the network

• management / 
allocation becomes 
easier

• allowed some 
expansion (ex. 
multicast)

cons:
• wasteful, in that many 

addresses go unused
• not very flexible (if 

you don’t match the 
size of A or B or C)

• routing table sizes got 
too big (O(~1M))
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Problems (early 90’s)
• But fixed classes are a poor match for 

the growing Internet:
– many groups needed >256 but <<64k 

hosts
(unfortunately, more than 16k of them)

– AND 128+16k+2M ~= 2M networks
>> router routing table capacities (~200k)
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Solutions
• Short-term: Classless Internet Domain 

Routing, CIDR
– make better use of existing space

• Long-term: IPv6
– increase address space (to 128-bits)
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CIDR
• Forget these fixed classes, use arbitrary bit 

boundaries
• 128.9.0.0/16 --- the network is the top 16 

bits of the address
– I.e., 0x80 09 00 00

• can give people parts of an old class B, or 
multiple adjacent old class Cs
– 128.9.240.0/20 --- 4k hosts
– 192.168.4.0/22 --- 2k hosts

the slash separates the 
non-host part from the 
host part,
measured in bits: 
128.9.240.0/20 means 
20 bits of 0x8009f000
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The market: NAT
• NAT: Network Address Translation

– “Give us one IP address, we give your 
several computers the world”

• NAT gateway maps internal IP 
addresses to a single (or a few) IP 
address
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NAT Illustration

Internet

Private
network

NAT

Pool of IP addresses and/or ports

Operation:host Sp wants to talk to Dg:
•Create Sg-Sp mapping
•Replace Sp with Sg for outgoing packets
•Replace Sg with Sp for incoming packets

Dg Sp data

Dg Sg data

PG

Q: what happens if we reverse 
the question and Dg wants to 
talk to Sp?

Sp

Dg

Sg ↔ Sp
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NAT Disadvantages
• breaks end-to-end semantics

– internal computers cannot be addressed from 
the outside

• NAT box modifies packets on the fly
– sometimes needs to modify app-level info, not 

just packet headers
• ex. if IP address is in packet data (not just header), 

as in FTP (and H.323, p2p, and games, and…)
– therefore forces application-specific gateways
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NAT Advantages
• breaks end-to-end semantics

– internal computers cannot be addressed 
from the outside

– an effective security kludge!
• cheap, relatively easy, relatively fast
• don’t have to tell your ISP :-)
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IPv6
• The Right Way

– just make bigger addresses
– and fix a bunch of other stuff

• IP-level encryption
• better support for mobile hosts
• better support for address autoconfiguration

• but… requires a whole new protocol stack
– slow adoption
– but but… seems to be gaining momentum

• we need 15M new wireless people, and lots of people in the 
third world that might actually want to use the net… they need 
addresses

• maybe people using lots of devices…sensors networks
• mobile telephones
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Does IPv6 Solve the Problem?
• What was the problem (w/classful

addressing) again?
– problems

• large routing tables
• limited numbers of addresess

– fixed number of addresses
– routing tables size?

• bigger, because bigger addresses
• doesn’t directly allow better aggregation,

– but maybe indirectly via better address allocation
– and renumbering
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Other Addressing Comments?
• maybe we should look at “data centric 

routing”
– content based routing

• geographic routing?
• overlay networks


