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Promoting End-to-End 
Congestion Control:

Floyd & Fall [Floyd99b]
CSci551: Computer Networks

SP2006 Thursday Section
John Heidemann
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Key ideas (from Feb 23)
• TCP Friendliness:

– new protocol mixed TCP, they should 
split the bandwidth fairly

– defines fairness by the TCP performance 
equation from Padhye (!) 

• F&F argue they want traffic to respond 
to feedback, be congestion reactive
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Key ideas
• TCP Friendliness:

– new protocol mixed TCP, they should split the bandwidth fairly
– defines fairness by the TCP performance equation from Padhye (!) 

• F&F argue they want traffic to respond to feedback, be 
congestion reactive

• perhaps we should test flows, then penalize flows that are 
not TCP friendly (ex: disporprotionate bandwidth, or non-
resonsive)

• broad definition of congestion collapse
• think about alternatives: pricing, integrated services, etc.
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Problem: Congestion Collapse
[Floyd99b, figs 2&3]

What was the cause of 
congestion collapse in 
[Jacobson88a]?
⇒ TCP was non-
congestion reactive => 
high loss and lots of 
retranmission (retx of 
packets that are already in 
the net and so are not 
useful)
What is cng. collapse for 
F&F?
⇒ transmission of packets 
that are not useful

aggregate goodput

TCP

UDP offered and accepted

TCP

UDP accepted
UDP offered

aggregate goodput
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F&F Congestion Collapse
• classical collapse: TCP retransmissions
• collapse from undelivered packets: 

– open-loop apps dump traffic into net
– don’t react to congestion signals
– example apps: real-time protocols using UDP

• why not just use fair queueing
– some applications are bursty
– other applications need more than their fair share; 

simple fair share might not be best
– some apps use multiple flows
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Other Examples of Collapse
• classic collapse (unnecessary pkt retx)
• collapse from undelivered packets
• fragmentation based collapse

– ex. retransmission unit >> loss unit
• increased control traffic
• collapse from stale packets

– ex. sending audio that misses deadline
⇒ common thread: fewer useful bytes of data
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How to fix problematic flows and 
congestion collapse?

• pricing (but that’s a big change)
• per-flow queueing (FQ)

– pros: xxx
– cons: to expensive to do per-flow state?  

doesn’t hanlde when too many flows
• F&F’s suggestions:

– most flows should congestion reactive (ideally 
TCP friendly)

– router could penalize non-reactive flows
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TCP Friendliness
• What is good: TCP-friendly
• given R (RTT) and B (packet size), routers 

can identify conforming and non-
conforming flows
– requirements:

• split traffic into flows (at least the big traffic)
• loss rate through router, RTT, B packet size (here)
• (some challenges: per-flow state is expensive, and 

RTT must be estimated; need to approximate these)
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Flows that must be regulated
• Unresponsive:

– fail to reduce load in response to increased loss
• Not TCP friendly

– long-term usage exceeds that of TCP under 
same conditions

• Using disproportionate bandwidth
– use disproportionately more bandwidth than 

other flows during congestion
• Assumptions:

– We can monitor a flow’s arrival rate
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Identifying non-TCP Friendly 
Flows

• Not TCP friendly:
– use TCP model
– B: packet size in bytes, p: packet drop 

rate
– Better approximation in Padhye et al. 

paper
– Problems:

• Needs bounds on packet sizes and RTTs

pR
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Identifying Unresponsive and 
Disporportionate Flows

• Need to measure over multiple RTTs
• Flows are unresponsive if drops don’t 

cause rate reduction
– p up by 4 => T down by 2  (if responsive)

• Flows are disporportionate if they use 
more bandwidth than others
– T > 12000/sqrt(p) and T > ln(3n)/n(12000 assumes B=512B and R=0.05s)

ln(3n) == “some small constant”
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Other questions/observations?
• xxx


