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Multicast Routing, Deering and 
Cheriton [Deering88b]

CSci551: Computer Networks
SP2006 Thursday Section

John Heidemann

13c_Deering88b: CSci551 SP2006 © John Heidemann 7

Key ideas
• three multicast algorithms

– take (bridged-)LAN routing to LAN 
multicasting

– extend DV routing to DV multicast routing
– extend LS routing to LS multicast routing

• service interface
– naming: groups are IP address, and groups 

don’t identify members
– best effort packet delivery
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Why Multicast
• (takled about earlier)
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Characterizing Groups
• pervasive or dense

– most LANs have a receiver
• sparse

– few LANs have receivers
• local

– inside a single adminstrative domain
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Service Model
• best-effort delivery
• scoping control mechanism (send to subset of 

group)
– control TTL
– TTL thresholding
– certain addresses are local to certain areas (link, 

company, continetent)
• many sources share group (anyone can send to it)
• group membership

– no explicit (network-level) group control
– members don’t know group membership
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Routing Algorithms
• single spanning tree

– for bridged LANs
• distance-vector based
• link-state based



2

13c_Deering88b: CSci551 SP2006 © John Heidemann 17

Distance-vector Mcast Rtg
• Basic idea: flood and prune
• flood: send info about new sources 

everywhere
• prune: routers will tell us if they don’t have 

receivers
• routing info is soft state; periodically re-

flood (and prune) to refresh this info
– if no refresh, then the info goes away => easy 

fault recovery
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Example Topology
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Phase 1: Flood using 
Truncated Broadcast
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truncated broadcast:
this router knows it 
has no groups on its 
LAN, so it doesn’t 
broadcast
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Phase 2: Prune
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graft (s,g)

graft (s,g)

Phase 3:  Graft
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Phase 4:  Steady State
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Sending Data in DVMRP
• Data packets are sent on all branches of the 

tree
– send on all interfaces except the one they came 

in on
• RPF (Reverse Path Forwarding) Check:

– drop packets that arrive on incorrect interfaces 
(i.e., not from the unicast direction to the 
sending host)

– why? suppress errant packets and avoid loops
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DVMPR Pros and Cons
• Pros:

– simple
– works well with many receivers.  why?  

flooding… incremental cost of a new receiver 
is 0

• Cons:
– works poorly with many groups (why? each 

group has to flood)
– works poorly with sparse groups (why? 

flooding group announcements to many places 
that don’t care)
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Link-state Multicast Routing
• Basic idea: treat group members (receivers) 

as new links
– flood info about them to everyone in LSA msg

(just like LS rtg)
• Compute next-hop for mcast routes on-

demand (lazily)
– unlike for LSA unicast where all are computed 

as soon as LSA arrives
• realized as MOSPF
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Link state: Each router floods link state advertisement
Multicast: add membership information to “link state”
Each router computes multicast tree for each active source, 
builds forwarding entry with outgoing interface list.
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Z has network map, including membership at X and Y
Z computes shortest path tree from S1 to X and Y
(when it gets a data packet for group G), puts in rtg table
W, Q, R, each do same thing as data arrives at them
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Link state advertisement with new topology may require
re-computation of tree and forwarding entry
(only Z and W send new LSA messages, but all on path recompute)
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Link state advertisement (T) with new membership (R3) may 
require incremental computation and addition of interface
to outgoing interface list (Z)
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MOSPF Pros and Cons
• Pros:

– simple add on to OSFP
– works well with many senders.  why?  senders are free, 

only receivers send out link updates
• Cons:

– works poorly with many receivers (why? each receiver 
floods the network with a new LS msg)

– works poorly with sparse groups (why? flooding to 
routers that don’t care)

– and think about LS changes: what is the frequency of 
link changes vs. mcast group receiver changes
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Other questions/observations?
• xxx


