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SRM: Floyd, Jacobson, Liu, 
McCanne, Zhang [Floyd97c]

CSci551: Computer Networks
SP2006 Thursday Section

John Heidemann
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Key ideas
• provide framework for reliability 

– SRM: Scalable Reliable Multicast
– receiver-based, NACK
– recovery

• multicast repair request
• any with data multicasts repair

• leave details to the application
– ALF: Application Layer Framing

• application: shared whiteboard (wb)
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SRM Design Issues
• how to do cope with loss
• how to cope with out-of-order data and 

updates from many people
• how to accommodate late joiners
• what to do if the network partitions
• how to self-configure (adjust timing) for 

different topologies
• how to adapt to heterogeneous bandwidths 

and congestion
(we’ll come back to these at the end)
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Application-Level Framing
• ALF from Clark and Tennenhouse ’90 

paper
– best app performance requires that the 

app’s semantics be reflected in the 
protocol

– ex. streaming media might use special 
dropping rules, HTTP might allow data to 
arrive out-of-order, etc.  (Q: what are 
other examples?)
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ALF in SRM
• how does ALF influence SRM?

– all data uses application data units (ADU)
• page X, change sequence number Y, by 

sender Z
– no guarantee of ordering 

• let the application sort out ordering after the 
fact
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Recovery in SRM
• options: 

– sender- or receiver- responsible
• SRM is receiver responsible.  why?

– so that one sender can support many 
receivers (by making them do the work)
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SRM Naming
• SRM depends on 

permanent naming and 
idempotency
– permanent naming: 

objects have names 
like “page floyd:5: obj
8 draw blue circle at 
(10,10)”

– each page is a list of 
“drawops” that are 
idempotent, i.e., can be 
done in any order

• implications:
– late-joiners can be 

handled (naming is 
permanent)

– data can be sent in any 
order (idempotent)

• important for repairs

– people can 
concurrently update wb 
(we sort it out later)
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SRM Retransmission
• all transmissions go to everyone
• receivers notice losses

– how? seqno of next pkts, session messages
• losses result in repair requests (to everyone)

– why everyone?  because anyone with the data can then 
repair it

• repair requests produce repairs (to everyone)
• request and repairs are spaced and avoided

– how and why? randomize send time and suppress 
duplicates
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Deterministic Suppression
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Deterministic Suppression
• Observation:

– with a simple line topology
– by weighting response times by dS,R
– you can guarantee that there is exactly 

one request and one repair
For complicated topologies, the 

guarantee doesn’t generalize, but it’s a 
good heuristic.
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SRM: Stochastic Suppression
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Stochastic Suppession
• Observation:

– by spacing out the requests randomly 
over some interval

– we can make it arbitrarily unlikely that 
multiple nodes will respond
• (at the penalty of longer delay)

Again, the exact result depends on 
topology, but the heuristic generalizes.
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What Controls Suppression?
• timers  in uniform interval: [min,max]

– 2i [ C1 dS,A, (C1 + C2) dS,A ]
– i: exponential backoff on additional 

request
– C1: shifts both min and max: determinstic
– C2: longer/shorter: stochastic
– dS,A: delay between S and A
– xxx
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SRM (summary)
• NACK/Retransmission suppression

– delay before sending
– delay based on RTT estimation
– deterministic and stochastic components

• Periodic session messages
– discover lost final packets
– used to estimate OTT from sender to recievers

• Adaptive algorithm to adjust constants
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What’s missing?
• Losses at link (A,C) 

causes retransmission 
to the whole group

• Better: Only 
retransmit to those 
members who lost 
the packet
– local recovery
– A to C
– where have we seen 

this before? sender receiver
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Other questions/observations?
• xxx


