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Medium Access Control in Wireless Sensor
Networks

Wei Ye and John Heidemann

Abstract— This paper reviews medium access control (MAC),
an enabling technology in wireless sensor networks. MAC pro-
tocols control how sensors access a shared radio channel to
communicate with neighbors. Battery-powered wireless sensor
networks with many nearby nodes challenge traditional MAC
design. This paper discusses design trade-offs with an emphasis
on energy efficiency. It classifies existing MAC protocols and
compares their advantages and disadvantages in the context
of sensor networks. Finally, it presents S-MAC as an example
of a MAC protocol designed specifically for a sensor network,
illustrating one combination of design trade-offs.

Index Terms— Medium access control, wireless sensor net-
works, energy efficiency

I. INTRODUCTION

A wireless sensor network is a special network with large
numbers of nodes equipped with embedded processors, sensors
and radios. These nodes collaborate to accomplish a common
task such as environment monitoring or asset tracking. In many
applications, sensor nodes will be deployed in an ad hoc fash-
ion without careful planning. They must organize themselves
to form a multi-hop, wireless communication network.

A common challenge in wireless networks is collision,
resulting from two nodes sending data at the same time over
the same transmission medium or channel. Medium access
control (MAC) protocols have been developed to assist each
node to decide when and how to access the channel. This
problem is also known as channel allocation or multiple access
problem. The MAC layer is normally considered as a sublayer
of the data link layer in the network protocol stack.

MAC protocols have been extensively studied in traditional
areas of wireless voice and data communications. Time di-
vision multiple access (TDMA), frequency division multiple
access (FDMA) and code division multiple access (CDMA)
are MAC protocols that are widely used in modern cellular
communication systems [1]. Their basic idea is to avoid
interference by scheduling nodes onto different sub-channels
that are divided either by time, frequency or orthogonal codes.
Since these sub-channels do not interfere with each other,
MAC protocols in this group are largely collision-free. We
refer to them as scheduled protocols.

Another class of MAC protocols is based on contention.
Rather than pre-allocate transmissions, nodes compete for a
shared channel, resulting in probabilistic coordination. Col-
lision happens during the contention procedure in such sys-
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tems. Classical examples of contention-based MAC proto-
cols include ALOHA [2] and carrier sense multiple access
(CSMA) [3]. In ALOHA, a node simply transmits a packet
when it is generated (pure ALOHA) or at the next available
slot (slotted ALOHA). Packets that collide are discarded and
will be retransmitted later. In CSMA, a node listens to the
channel before transmitting. If it detects a busy channel, it
delays access and retries later. The CSMA protocol has been
widely studied and extended; today it is the basis of several
widely-used standards including IEEE 802.11 [4].

Sensor networks differ from traditional wireless voice or
data networks in several ways. First of all, most nodes in
sensor networks are likely to be battery powered, and it is often
very difficult to change batteries for all the nodes. Second,
nodes are often deployed in an ad hoc fashion rather than
with careful pre-planning; they must then organize themselves
into a communication network. Third, many applications em-
ploy large numbers of nodes, and node density will vary
in different places and times, with both sparse networks
and nodes with many neighbors. Finally, most traffic in the
network is triggered by sensing events, and it can be extremely
bursty. All these characteristics suggest that traditional MAC
protocols are not suitable for wireless sensor networks without
modifications.

This paper reviews MAC protocols for wireless sensor
networks. After discussing the attributes of MAC protocols and
design trade-offs for sensor networks (Section II), we present
TDMA protocols (Section III) and contention-based protocols
(Section IV). We then examine S-MAC as a case study of a
sensor-net specific MAC protocol (Section V).

II. TRADE-OFFS IN MAC DESIGN FOR WIRELESS SENSOR

NETWORKS

This section discusses important attributes of MAC pro-
tocols and how design trade-offs can be made to meet the
challenges of the sensor network and its applications. Because
sensor networks are often battery constrained, we emphasize
energy efficiency in MAC design.

A. MAC Attributes and Trade-offs

MAC protocols are influenced by a number of constraints.
A protocol designer needs to make trade-offs among different
attributes. This section examines MAC attributes and trade-
offs in detail, and how their importance varies in the context
of wireless sensor networks.

Collision avoidance is the basic task of all MAC protocols.
It determines when and how a node can access the medium
and send its data. Collisions are not always completely avoided
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in regular operation; contention-based MAC protocols accept
some level of collisions. But all MAC protocols avoid frequent
collisions.

Energy efficiency is one of the most important attributes
for sensor-net MAC protocols. As stated above, with large
numbers of battery powered nodes, it is very difficult to change
or recharge batteries for these nodes. In fact, some design
goals of sensor networks are to build nodes that are cheap
enough to be discarded rather than recharged, or that are
efficient enough to operate only on ambient power sources.
In all cases, prolonging the lifetime of each node is a critical
issue. On many hardware platforms, the radio is a major energy
consumer. The MAC layer directly controls radio activities,
and its energy savings significantly affect the overall node
lifetime. We explore energy conservation in more detail below.

Scalability and adaptivity are closely related attributes of
a MAC protocol that accommodate changes in network size,
node density and topology. Some nodes may die over time;
some new nodes may join later; some nodes may move to dif-
ferent locations. A good MAC protocol should accommodate
such changes gracefully. Scalability and adaptivity to changes
in size, density, and topology are important attributes, because
sensor networks are deployed in an ad hoc manner and often
operate in uncertain environments.

Channel utilization reflects how well the entire bandwidth of
the channel is utilized in communications. It is also referred to
as bandwidth utilization or channel capacity. It is an important
issue in cell phone systems or wireless local area networks
(LANs), since the bandwidth is the most valuable resource in
such systems and service providers want to accommodate as
many users as possible. In contrast, the number of active nodes
in sensor networks is primarily determined by the application.
Channel utilization is normally a secondary goal in sensor
networks.

Latency refers to the delay from when a sender has a
packet to send until the packet is successfully received by
the receiver. In sensor networks, the importance of latency
depends on the application. In applications such as surveillance
or monitoring, nodes will be vigilant for long time, but largely
inactive until something is detected. These applications can
often tolerate some additional messaging latency, because the
network speed is typically orders of magnitude faster than the
speed of a physical object. The speed of the sensed object
places a bound on how rapidly the network must react. During
a period that there is no sensing event, there is normally very
little data flowing in the network. Sub-second latency for an
initial message after an idle period may be less important
than potential energy savings and longer operational lifetime.
By contrast, after a detection, low-latency operation becomes
more important.

Throughput (often measured in bits or bytes per second)
refers to the amount of data successfully transfered from a
sender to a receiver in a given time. Many factors affect
the throughput, including efficiency of collision avoidance,
channel utilization, latency and control overhead. As with
latency, the importance of throughput depends on the appli-
cation. Sensor applications that demand long lifetime often
accept longer latency and lower throughput. A related attribute

is goodput, which refers to the throughput measured only by
data received by the receiver without any errors.

Fairness reflects the ability of different users, nodes, or
applications to share the channel equally. It is an important
attribute in traditional voice or data networks, since each
user desires an equal opportunity to send or receive data for
their own applications. However, in sensor networks, all nodes
cooperate for a single common task. At any particular time,
one node may have dramatically more data to send than some
other nodes. Thus, rather than treating each node equally,
success is measured by the performance of the application
as a whole, and per-node or per-user fairness becomes less
important.

In summary, the above attributes reflects the characteristics
of a MAC protocol. For wireless sensor networks, the most
important factors are effective collision avoidance, energy
efficiency, scalability and adaptivity to densities and numbers
of nodes. Other attributes are normally secondary.

B. Energy Efficiency in MAC Protocols

Energy efficiency is one of the most important issues
in wireless sensor networks. To design an energy-efficient
MAC protocol, we must consider the following question:
what causes energy waste from the MAC perspective? The
following sources are major causes of energy waste.

Collision is a first source of energy waste. When two packets
are transmitted at the same time and collide, they become
corrupted and must be discarded. Follow-on retransmissions
consume energy too. All MAC protocols try to avoid collisions
one way or another. Collision is a major problem in contention
protocols, but is generally not a problem in scheduled proto-
cols.

A second source is idle listening. It happens when the radio
is listening to the channel to receive possible data. The cost
is especially high in many sensor network applications where
there is no data to send during the period when nothing is
sensed. Many MAC protocols (such as CSMA and CDMA
protocols) always listen to the channel when active, assuming
that the complete device would be powered off by the user if
there is no data to send.

The exact cost of idle listening depends on radio hardware
and mode of operation. For long-distance radios (0.5km or
more), transmission power dominates receiving and listen-
ing costs. By contrast, several generations of short-range
radios show listening costs of the same order of magni-
tude as receiving and transmission costs, often 50–100%
of the energy required for receiving. For example, Stemm
and Katz measure that the power consumption ratios of
idle:receiving:transmission are 1:1.05:1.4 [5] on the 915MHz
Wavelan card, while the Digitan wireless LAN module (IEEE
802.11/2Mbps) specification shows the ratios are 1:2:2.5 [6].
On the Mica2 mote [7], the ratios for radio power draw
are 1:1:1.41 at 433MHz with RF signal power of 1mW in
transmission mode. Most sensor networks are designed to
operate over long time, and the nodes will be in idle state for
long time. In such cases, idle listening is a dominant factor of
radio energy consumption.
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Fig. 1. TDMA divides the channel into N time slots.

A third source is overhearing, which occurs when a node
receives packets that are destined to other nodes. Overhearing
unnecessary traffic can be a dominant factor of energy waste
when traffic load is heavy and node density is high.

The last major source that we consider is control packet
overhead. Sending, receiving, and listening for control packets
consumes energy. Since control packets do not directly convey
data, they also reduce the effective goodput.

A MAC protocol achieves energy savings by controlling
the radio to avoid or reduce energy waste from the above
sources. Turning off the radio when it is not needed is an
important strategy for energy conservation. A complete energy
management scheme must consider all sources of energy
consumption, not just the radio. In laptop computers, for
example, display back-lighting can dominate costs [8].

On a tiny sensor node such as the Berkeley mote [9], the
radio and the CPU are two major energy consumers. For
example, on the Mica2 mote, the 433MHz radio consumes
22.2mW [10] when idle or receiving data, about the same
power draw as the CPU when active [11], and is much higher
than other components. From a system point-of-view, MAC
energy control must be integrated with control of the CPU
and other components.

III. SCHEDULED PROTOCOLS

According to the underlying mechanism for collision avoid-
ance, MAC protocols can be broadly divided into two groups:
scheduled and contention-based. Among protocols in the first
group, TDMA has attracted attentions of sensor network
researchers.

TDMA divides the channel into N time slots, as shown in
Figure 1. In each slot, only one node is allowed to transmit.
The N slots comprises a frame, which repeats cyclically.
TDMA is frequently used in cellular wireless communication
systems, such as GSM [1]. Within each cell, a base station
allocates time slots and provides timing and synchronization
information to all mobile nodes. Typically, mobile nodes com-
municate only with the base station; there is no direct, peer-
to-peer communications between mobile nodes. The major
advantage of TDMA is its energy efficiency, because it directly
supports low-duty-cycle operations on nodes.

However, TDMA has some disadvantages that limits its
use in wireless sensor networks. TDMA normally requires
nodes to form clusters, analogous to the cells in the cellular
communication systems. One of the nodes within the cluster
is selected as the cluster head, and acts as the base station.
This hierarchical organization has several implications. Nodes
are normally restricted to communicate with the cluster head
within a cluster; peer-to-peer communication is not directly

supported. (If nodes communicate directly, then they must
listen during all slots, reducing energy efficiency.) Inter-cluster
communications and interference need to be handled by other
approaches, such as FDMA or CDMA. More importantly,
TDMA protocols have limited scalability and adaptivity to
the changes on number of nodes. When new nodes join or old
nodes leave a cluster, the base station must adjust frame length
or slot allocation. Frequent changes may be expensive or slow
to take effect. Also, frame length and static slot allocation
can limit the available throughput for any given node, and
the the maximum number of active nodes in any cluster may
be limited. Finally, TDMA protocols depend on distributed,
fine-grained time synchronization to align slot boundaries.

Many variations on this basic TDMA protocol are possible.
Rather than scheduling slots for node transmissions, slots may
be assigned for reception with some mechanism for contention
within each slot. The base station may dynamically allocate
slot assignments on a frame-by-frame basis. In ad hoc settings,
regular nodes may assume the role of base station, and this
role may rotate to balance energy consumption.

A. Examples of Scheduled Protocols

This subsection shows some examples of scheduled proto-
cols for sensor networks. (We do not consider cellular com-
munication systems here. Interested readers can refer to [1])

Sohrabi and Pottie proposed a self-organization protocol
for wireless sensor networks [12]. The protocol assumes that
multiple channels are available (via FDMA or CDMA), and
any interfering links select and use different sub-channels.
During the time that is not scheduled for transmission or
reception, a node turns off its radio to conserve energy.
Each node maintains its own time slot schedules with all its
neighbors, which is called a superframe. Time slot assignment
is only decided by the two nodes on a link, based on their
available time. It is possible that nodes on interfering links will
choose the same time slots. Although the superframe looks
like a TDMA frame, it does not prevent collisions between
interfering nodes, and this task is actually accomplished by
FDMA or CDMA. This protocol supports low-energy oper-
ation, but a disadvantage is the relatively low utilization of
available bandwidth. A sub-channel is dedicated to two nodes
on a link, but is only used for a small fraction of time, and it
cannot be re-used by other neighboring nodes.

LEACH (Low-Energy Adaptive Clustering Hierarchy), pro-
posed by Heinzelman et al. [13] is an example of utilizing
TDMA in wireless sensor networks. LEACH organizes nodes
into cluster hierarchies, and applies TDMA within each cluster.
The position of cluster head is rotated among nodes within a
cluster depending on their remaining energy levels. Nodes in
the cluster only talk to their cluster head, which then talks
to the base station over a long-range radio. LEACH is an
example that directly extends the cellular TDMA model to
sensor networks. The advantages and disadvantages of LEACH
are summarized above.

Bluetooth [14], [15] is designed for personal area networks
(PAN) with target nodes as battery-powered PDAs, cell phones
and laptop computers. Its design for low-energy operation and
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inexpensive cost make it attractive for use in wireless sensor
networks. As with LEACH, Bluetooth also organizes nodes
into clusters, called piconets. Frequency-hopping CDMA is
adopted to handle inter-cluster communications and interfer-
ence. Within a cluster, a TDMA-based protocol is used to
handle communications between the cluster head (master) and
other nodes (slaves). The channel is divided into time slots
for alternate master transmission and slave transmission. The
master uses polling to decide which slave has the right to
transmit. Only the communication between the master and one
or more slaves is possible. The maximum number of active
nodes within a cluster is limited to eight, an example of limited
scalability. Larger networks can be constructed as scatternets,
where one node bridges two piconets. The bridge node can
temporarily leave one piconet and join another, or operate two
radios.

B. Energy Conservation in Scheduled Protocols

Scheduled protocols such as TDMA are very attractive
for applications in sensor networks because of their energy
efficiency. Since slots are pre-allocated to individual nodes,
they are collision-free. There is no energy wasted on collisions
due to channel contention. Second, TDMA naturally supports
low-duty-cycle operation. A node only needs to turn on its
radio during the slot that it is assigned to transmit or receive.
Finally, overhearing can be easily avoided by turning off the
radio during the slots of other nodes.

In general, scheduled protocols can provide good energy
efficiency, but they are not flexible to changes in node density
or movement, and lack of peer-to-peer communication.

IV. CONTENTION-BASED PROTOCOLS

Unlike scheduled protocols, contention protocols do not di-
vide the channel into sub-channels or pre-allocate the channel
for each node to use. Instead, a common channel is shared
by all nodes and it is allocated on-demand. A contention
mechanism is employed to decide which node has the right to
access the channel at any moment.

Contention protocols have several advantages compared to
scheduled protocols. First, because contention protocols allo-
cate resources on-demand, they can scale more easily across
changes in node density or traffic load. Second, contention
protocols can be more flexible as topologies change. There is
no requirement to form communication clusters, and peer-to-
peer communication is directly supported. Finally, contention
protocols do not require fine-grained time synchronizations as
in TDMA protocols.

The major disadvantage of a contention protocol is its
inefficient usage of energy. It normally has all the sources
of energy waste we discussed in Section II: nodes listen at
all times and collisions and contention for the media can
waste energy. Overcoming this disadvantage is required if
contention-based protocols are to be applied to long-lived
sensor networks.
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Fig. 2. Hidden terminal problem: nodes a and c are hidden to each
other.

A. Examples of Contention Protocols

As mentioned in Section I, CSMA [3] is an important
contention protocol. Its central idea is listening before trans-
mitting. The purpose of listening is to detect if the medium is
busy, also known as carrier sense. There are several variants of
CSMA, including non-persistent, 1-persistent, and p-persistent
CSMA. In non-persistent CSMA, if a node detects an idle
medium, it transmits immediately. If the medium is busy, it
waits a random amount of time and start carrier sense again.
In 1-persistent CSMA, a node transmit if the medium is idle.
Otherwise it continues to listen until the medium becomes idle,
and then transmits immediately. In p-persistent CSMA, a node
transmits with probability p if the medium is idle, and with
probability (1− p) to back-off and restart carrier sense. Woo
and Culler examined the performance of CSMA with various
configurations when it is used in wireless sensor networks [16].

In a multi-hop wireless network, however, CSMA alone is
not sufficient due to the hidden terminal problem [17]. Figure 2
illustrates the hidden terminal problem on a two-hop network
with three nodes. Suppose nodes a, b and c can only hear from
their immediate neighbors. When node a is sending to b, node
c is not aware of this transmission, and its carrier sense still
indicates that the medium is idle. If c starts transmitting now,
b will receive collided packets from both a and c.

CSMA/CA, where CA stands for collision avoidance, was
developed to address the hidden terminal problem, and is
adopted by the wireless LAN standard, IEEE 802.11 [4].
The basic mechanism in CSMA/CA is to establish a brief
handshake between a sender and a receiver before the sender
transmits data. The handshake starts from the sender by
sending a short Request-to-Send (RTS) packet to the intended
receiver. The receiver then replies with a Clear-to-Send (CTS)
packet. The sender starts sending data after it receives the
CTS packet. The purpose of RTS-CTS handshake is to make
an announcement to the neighbors of both the sender and the
receiver. In the example of Figure 2, although node c cannot
hear the RTS from a, it can hear the CTS from b. If a node
overhears an RTS or CTS destined to other nodes, it should
back-off without sending its own packet. CSMA/CA does not
completely eliminate the hidden terminal problem, but now the
collisions are mainly on RTS packets. Since the RTS packet
is very short, the cost of collisions is greatly reduced.

Based on CSMA/CA, Karn proposed MACA [18], which
added a duration field in both RTS and CTS packets indi-
cating the amount of data to be transmitted, so that other
nodes know how long they should back-off. Bharghavan et
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al. further improved MACA in their protocol MACAW [19].
MACAW proposed several additions to MACA, including use
of an acknowledgment (ACK) packet after each data packet,
allowing rapid link-layer recovery from transmission errors.
The transmission between a sender and a receiver follows the
sequence of RTS-CTS-DATA-ACK.

IEEE 802.11 adopted all these features of CSMA/CA,
MACA and MACAW in its distributed coordination func-
tion (DCF), and made various enhancement, such as virtual
carrier sense, binary exponential back-off, and fragmentation
support [4]. DCF is designed for ad hoc networks, while
the point coordination function (PCF, or infrastructure mode)
adds support where designated access points (or base-stations)
manage wireless communication.

Woo and Culler proposed a MAC protocol for wireless sen-
sor networks [16], which combined CSMA with an adaptive
rate control mechanism. This protocol is based on a specific
network setup where there is a base station that tries to
collect data equally from all sensors in the field. The major
problem faced by the network is that nodes that are closer
to the base station carry more traffic, since they have to
forward more data from nodes down to the network. The MAC
protocol aims to fairly allocate bandwidth to all nodes in the
network. Each node dynamically adjusts its rate of injecting
its original packets to the network: linearly increases the rate
if it successfully injects a packet; otherwise multiplicatively
decreases the rate. This protocol does not use RTS and CTS
packets to address the hidden terminal problem. Instead, a
node relies on overhearing the transmissions of the next-hop
node and longer back-off time in CSMA to reduce the effect
of the hidden terminal problem.

B. Energy Conservation in Contention Protocols

Various techniques have been proposed to improve energy
consumption of contention-based protocols for sensor net-
works. The basic approach is to put the radio into sleep state
when it is not needed. For example, the Chipcon radio used
on a Mica2 mote only consumes 15µW in sleep mode [10],
three orders of magnitude less than that in idle/receive mode.

However, uncoordinated sleeping can make it difficult for
adjacent nodes to communicate with each other. TDMA
protocols provide structure by scheduling when nodes can
communicate. Contention-based MAC protocols have explored
similar but less restrictive sleep/wake schedules to improve
energy consumption. Some examples are described in this
subsection.

Piconet is a low-power ad hoc wireless network developed
by Bennett et al. [20]. (It is not the same piconet in Bluetooth.)
The basic MAC protocol used in Piconet is the 1-persistent
CSMA protocol. To reduce energy consumption, each node
sleeps autonomously. Since nodes do not know when their
neighbors are listening, they beacon their ID each time they
wake up. Neighbors with data for a particular destination
must listen until they hear the destination’s beacon. They then
coordinate using CSMA.

In IEEE 802.11, both PCF and DCF have power-save (PS)
modes that allow nodes to periodically sleep to conserve

ATIM
Window

ATIM
Window

Sleep SleepListen

Beacon

Beacon Interval

Listen

time

Beacon

Fig. 3. The power-save (PS) mode in IEEE 802.11 DCF.

energy. Figure 3 shows the diagram of the PS mode in DCF.
A basic assumption here is that all nodes can hear each
other—the network consists of only a single hop. One node
periodically broadcasts a beacon to synchronize all nodes
clocks. All nodes participate in beacon generation, and if one
node sends it out first, others will suppress their transmissions.
Following each beacon, there is an ATIM (ad hoc traffic
indication message) window, in which all nodes are awake. If
a sender wants to transmit to a receiver in power save-mode,
it first sends out an ATIM packet to the receiver. After the
receiver replies to the ATIM packet, the sender starts sending
data.

The above PS mode in 802.11 DCF is designed for a
single-hop network. Generalizing it to a multi-hop network is
not easy, since problems may arise in clock synchronization,
neighbor discovery and network partitioning, as pointed out by
Tseng et al. [21]. They designed three sleep patterns to enable
robust operation of 802.11 power-saving mode in a multi-hop
network. Their schemes do not synchronize the listen time
of each node. Instead, the three sleep patterns guarantee that
the listen intervals of two nodes periodically overlap. Thus
it resolves the problems of 802.11 in multi-hop networks.
The cost is the increased control overhead and longer delay.
For example, to send a broadcast packet, the sender has to
explicitly wake up each individual neighbor before it sends
out the actual packet. Without synchronization, each node has
to send beacons more frequently than the original 802.11 PS
mode to prevent long-term clock drift.

Both Piconet and the 802.11 PS mode try to save energy
by reducing the time of idle listening. They do not address
the overhearing problem. PAMAS, proposed by Singh and
Raghavendra [22], avoids overhearing by putting nodes into
sleep state when their neighbors are in transmission. PAMAS
uses two channels, one for data and one for control. All
control packets are transmitted in the control channel. After
a node wakes up from sleep, it also probes in the control
channel to find any possible ongoing transmissions and their
durations. If any neighbor answers the probe, the node will
sleep again for the specified duration. Probing in the control
channel avoids interfering a neighbor’s transmission in the
data channel, and the neighbor is able to answer the probe in
the control channel without interrupting its data transmission.
However, the requirement of separate control and data chan-
nels makes PAMAS more difficult to deploy, since multiple
channels require multiple radios or additional complex channel
allocation. Also, PAMAS does not reduce idle listening.
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V. CASE STUDY: S-MAC

S-MAC is a MAC protocol specifically designed for wire-
less sensor networks, proposed by Ye et al. [23], [24]. Building
on contention-based protocols like 802.11, S-MAC strives
to retain the flexibility of contention-based protocols while
improving energy efficiency in multi-hop networks. S-MAC
includes approaches to reduce energy consumption from all
the major sources of energy waste described in Section II:
idle listening, collision, overhearing and control overhead.

A. S-MAC Design Approaches

At a high-level, S-MAC uses a coarse-grained sleep/wakeup
cycle to allow nodes to spend most of their time asleep, as
shown in Figure 4. We call a complete listen/sleep cycle a
frame, after the TDMA frame. Each frame begins with a listen
period for nodes that have data to send to coordinate. A sleep
period follows, during which nodes sleep if they have no data
to send or receive, and nodes remain awake and exchange data
if they are involved in communication. We briefly describe
how S-MAC establishes schedules in a multi-hop network,
how nodes contend for the channel during listen periods, and
how several optimizations improve throughput.

Scheduling: The first technique in S-MAC is to establish
low-duty-cycle operation on nodes in a multi-hop network.
For long-lived sensor networks, we expect duty cycles of 1–
10%. The basic scheme is similar to the 802.11 PS mode,
but without assuming all nodes can hear each other, or a
designated base-station.

In S-MAC, all nodes are free to choose their own lis-
ten/sleep schedules. They share their schedules with their
neighbors so that communication between all nodes is pos-
sible. Nodes then schedule transmissions during the listen
time of their destination nodes. For example, nodes a and
b in Figure 4 follow different schedules. If a wants to send
to b, it just wait until b is listening. S-MAC enables multi-
hop operation by accommodating multiple schedules in the
network.

To prevent timing errors due to long-term clock drift, each
node periodically broadcasts its schedule in a SYNC packet,
which provides simple clock synchronization. The period for
a node to send a SYNC packet is called a synchronization
period. Combined with relatively long listen time and short
guard time in waking up, S-MAC does not require tight clock
synchronization of a TDMA protocol.

On the other hand, to reduce control overhead, S-MAC
encourages neighboring nodes to adopt identical schedules.

When a node first configures itself, it listens for a synchroniza-
tion period and adopts the first schedule it hears. In addition,
nodes periodically perform neighbor discovery, listening for
an entire frame, allowing them to discover nodes on different
schedules that may have moved within range.

Data transmission: The collision avoidance mechanism in
S-MAC is similar to that in the IEEE 802.11 DCF [4].
Contention only happens at a receiver’s listen interval. S-MAC
uses both virtual and physical carrier sense. Unicast packets
combine CSMA with an RTS-CTS-DATA-ACK exchange be-
tween the sender and the receiver, while broadcast packet use
only CSMA procedure.

S-MAC puts a duration field in each packet, which indicates
the time needed in the current transmission. If a neighboring
node receives any packet from the sender or the receiver,
it knows how long it needs to keep silent. In this case, S-
MAC puts the node into sleep state for this amount of time,
avoiding energy waste on overhearing. Ideally the node goes
to sleep after receiving a short RTS or CTS packet destined
to other nodes, and it avoids overhearing subsequent data and
ACK packets. Compared with PAMAS, S-MAC only uses in-
channel signaling for overhearing avoidance.

An important feature of wireless sensor networks is the
in-network data processing, since data aggregation or other
techniques can greatly reduces energy consumption by largely
reducing the amount of data to be transmitted [25], [26], [27].
In-network processing requires store-and-forward processing
of application-level messages, not just individual MAC-layer
packets or fragments. While traditional MAC protocols empha-
size fairness and interleave communication from concurrent
senders, S-MAC utilizes message-passing, an optimization that
allows multiple fragments from a message to be sent in a burst.
It reduces message-level latency by disabling fragment-level
interleaving of multiple messages.

In message passing, only one RTS and one CTS are used
to reserve the medium for the time needed to transmit all
fragments. Each fragment is separately acknowledged (and
retransmitted if necessary). Besides RTS and CTS, each frag-
ment or ACK also includes the duration of the remaining
transmission, allowing nodes that wake up in the middle of
the transmission to return to sleep. This is unlike 802.11’s
fragmentation mode where each fragment only indicates the
presence of an additional fragment, not all of them.

With the low-duty-cycle operation, nodes must delay send-
ing a packet until the next listen period of a destination, which
increases latency. In addition, by limiting the opportunity to
content for the channel, throughput can be reduced to one
message per frame. These costs can accumulate at each hop of
a multi-hop network. As an optimization to reduce this delay,
S-MAC uses adaptive listening. Rather than waiting until the
next scheduled listen interval after an RTS-CTS-DATA-ACK
sequence, neighbors wake up immediately after the exchange
completes. This allows immediate contention for the channel,
either by another node with data to send, or for the next hop
in a multi-hop path. With adaptive listen, the overall multi-hop
latency can be reduced by at least half [24].
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Fig. 5. Aggregate energy consumption on radios in the entire 10-hop
network using three S-MAC modes. (From [24], c©2004 IEEE)

B. S-MAC Performance

S-MAC has been implemented on Berkeley motes [28], [7].
Motes use an 8-bit embedded CPU and short-range, low-power
radios: either an RFM TR1000 [29] or TR3000 [30], or a
Chipcon CC1000 [10]. The following measurements use Mica
motes with RFM TR3000 and 20kb/s bandwidth. An attractive
feature of the mote for MAC research is that it provides very
low-level access to the radio.

S-MAC implementation allows a user to configure it into
different modes. This subsection shows some measurement
results of S-MAC over Mica motes with the following config-
urations:

• 10% duty cycle without adaptive listen
• 10% duty cycle with adaptive listen
• No sleep cycles (100% duty cycle), but with overhearing

avoidance

The topology in the measurement is a linear network of 11
nodes with the first node as the source and the last node as
the sink. For complete details of these experiments, see [24].

1) Energy consumption: Energy consumption is measured
in the ten-hop network with S-MAC configured in the above
modes. In each test, the source node sends a fixed amount
of data, 20 messages of 100-bytes each. Figure 5 shows how
energy consumption on all nodes in the network changes as
traffic load varies from heavy (on the left) to light (on the
right).

Figure 5 shows that, at light load, operating at a low duty
cycle can save significant amounts of energy compared to not
sleeping, a factor of about 6 in this experiment. It also shows
the importance of adaptive listening when traffic becomes
heavy. Without adaptive listening, a 10% duty cycle consumes
more energy than always listening because fewer opportunities
to send require a longer time to send the same amount of data.
By contrast, adaptive sending allows S-MAC to be as efficient
as a MAC that never sleeps, even when there is always data
to send.
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Fig. 6. Mean message latency on each hop under the lightest traffic
load. (From [24], c©2004 IEEE)

2) Latency: A disadvantage of S-MAC is that the latency of
sending a message can be increased. In this example, latency is
measured by the time a message takes to travel over a varying
number of hops when there is only one message in the network
at a time.

Figure 6 shows the measured latency as a function of
distance. In all three S-MAC modes, the latency increases
linearly with the number of hops. However, S-MAC at 10%
duty cycle without adaptive listen has much higher latency
than the other two. The reason is that each message has to
wait for one sleep cycle on each hop. In comparison, the
latency of S-MAC with adaptive listen is very close to that of
the MAC without any periodic sleep, because adaptive listen
often allows S-MAC to immediately send a message to the
next hop. On the other hand, for either low-duty-cycle mode,
the variance in latency is much larger than that in the fully
active mode, and it increases with the number of hops. The
reason is that messages can miss sleep cycles in the path, and
different parts of the network may be on different schedules.

3) Energy vs. Latency and Throughput: Now we look at
the trade-offs that S-MAC has made on energy, latency and
throughput. S-MAC reduces energy consumption, but it in-
creases latency, and thus has a reduced throughput. To evaluate
the overall performance, we compare the combined effect of
energy consumption and reduced throughput by calculating the
per-byte cost of energy and time to pass data from the source
to the sink.

Figure 7 shows the results under different traffic loads.
We can see that when traffic load is very heavy (on the
left), adaptive listen and the no-sleep mode both show statisti-
cally equivalent performances that are significantly better than
sleeping without adaptive listen. Without adaptive listen, the
sleep delay at each hop lowers overall energy-time efficiency.
At lighter traffic load, the energy-time cost without sleeping
quickly exceeds the cost of sleep modes.

In summary, periodic sleep provides excellent performance
at light traffic load. Adaptive listen is able to adjust to traffic,
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Fig. 7. Energy-time cost per byte on passing data from source to
sink under different traffic load. (From [24], c©2004 IEEE)

and achieves performance as good as the no-sleep mode at
heavy load. Therefore, S-MAC with adaptive listen is a good
choice for sensor networks.

VI. SUMMARY

This paper reviews MAC protocols for wireless sensor
networks. Large scale, battery powered wireless sensor net-
works put serious challenges to the MAC design. We have
discussed important MAC attributes and possible design trade-
offs, with an emphasis on energy efficiency. It described both
scheduled and contention-based MAC protocols and evaluated
their advantages and disadvantages when applied to sensor
networks. Finally, we presented S-MAC as an example of
sensor-net MAC protocols, illustrating the design trade-offs
for energy conservation.
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