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ABSTRACT

We present a new clustering approach for mapping ASes to
organizations, to develop an organization-level view of the
Internet’s AS ecosystem. We demonstrate that the choice of
clustering method and use of a new (though unconventional)
data source in the form of company subsidiary information
contained in the U.S. SEC Form 10-K filings are both essen-
tial to get accurate results. Evaluating our mapping and val-
idating it against carefully chosen datasets shows few (less
than 10%) false negatives for 90% of organizations and few
false positives for 60% of our organizations. We apply our
map to show the importance of an organization-level view of
the Internet by contrasting it with the commonly-used view
that considers only an organization’s “main” AS. We find
that this main-AS view sometimes severely under-represents
the influence of an organization in terms of announced ad-

dresses, geographic footprint, and peerings at Internet eXchange

Points (IXPs). For example, for 20% of our organizations,
the main-AS view detects only 10—60% of the cities covered
by the corresponding organization-level view.

1. INTRODUCTION

Knowledge of and mapping the Internet’s connectiv-
ity structure is important to study network vulnera-
bilities to the various failure modes, be they techni-
cal [27,28], political [20], or business-related [29, 38] in
nature or the result of catastrophic events [9,15] or in-
tentional attacks [35]. However, by the Internet’s very
design, there exist many shades of connectivity, from in-
herently physical links to types of virtual connections.
To capture real-world aspects and be of practical rele-
vance, abstractions of Internet topology must account
for key features of this complex connectivity.
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A popular structure for studying the Internet has
been the Internet’s AS graph [12,14] where a node rep-
resents an Autonomous System (AS), commonly defined
to be one or more networks in the Internet operated un-
der a common routing policy [16], and links capture the
exchange of reachability information among these ASes,
each controlled by an organization. More than 30,000
ASes in today’s Internet appear in public BGP rout-
ing tables [26], and BGP-inferred AS-graphs have been
extensively studied for more than a decade. One pop-
ular application has been the evaluation of Internet re-
silience, modeling threats to the network as removals of
nodes or edges from the AS-graph [1,10,22,23,39], and
measuring their impact in terms of network partition-
ing or increase in network diameter. However, modeling
threats as graph operations can be problematic when
the graphs fail to account for lower- or higher-level real-
world details, such as geographically distributed routers
and physical connections or organizational alliances.

Moving beyond the Internet’s physical infrastructure,
many issues concerning today’s network occur at the
organization level, above the AS-level, and arise from
business or political disputes. Examining these issues
when organizations operate multiple ASes requires un-
derstanding the AS ecosystem [6] that aims to reflect
organization-level constraints imposed on the traditional
AS-graph.

The main contribution of this paper is to evaluate
the effect of this organization-level structure on impor-
tant aspects related to Internet topology. To this end,
we show that multi-AS organizations matter in today’s
Internet: some 36% of assigned AS numbers and 29%
of actively routed ASes belong to multi-AS organiza-
tions. More importantly, organizations using multiple
ASes in routing are particularly prominent, announcing
nearly two-thirds of all routed addresses. Using historic
routing table snapshots, we analyze underlying causes
of multi-AS usage and illustrate that multi-AS organi-
zations are not a transient phenomenon.

We evaluate some effects of this organization-level



structure on the Internet topology. In particular, we
show that the traditional view that typically considers
an organization’s “main” or “best-known” AS greatly
underestimates the geographic footprint and IP address
coverage when compared to an organization-wide view
that encompasses all of an organization’s routed ASes.
We also demonstrate that understanding the public peer-
ing of companies is strengthened by an organization-
level view.

These examples illustrate how our work provides a
basis for gaining a deeper understanding of the eco-
nomic relationships in today’s Internet inside an orga-
nization and between organizations. This need is grow-
ing: We expect these relationships to continue to evolve
as the Internet changes, particularly as business models
become more heterogeneous (as ISPs distribute content,
and content providers deploy networks).

Consideration of organization effects is only possible
with adequate organization-level maps of the Internet.
This paper develops a new clustering algorithm that
add new data source for mapping ASes to companies,
company subsidiary information contained in the U.S.
SEC Form 10-K filings. With a new approach to hier-
archical clustering with weighted attributions, this ap-
proach provides much greater accuracy than our prior
work’s much simpler clustering without 10-K informa-
tion [6]. Given the legal requirements that form the ba-
sis of this newly used information source, its accuracy
is superior to the largely volunteer-based efforts such
a Packet Clearing House [24] or the Regional Internet
Registries (RIRs) [25]. We show that, especially for
U.S.-based companies, the value of the 10-K data can
greatly improve organization completeness. Although
the use of 10-K data is not without problems, we cir-
cumvent inconsistency in the names of companies and
its subsidiaries through simple heuristics.

We evaluate our new approach to mapping ASes to

organization as thoroughly as possible, using four datasets

composed of more than 100 organizations and 4,000
ASes. These datasets were chosen to balance quality,
unbiasedness, and size. We show that our results are
accurate, with 90% of the organizations showing false-
positive rates of less than 10%; they are also quite com-
plete with more than 60% of the organizations showing
10% or fewer false-negatives. Our evaluation shows how
data quality, data availability, and the type of cluster-
ing algorithms affect our results. We find that company
subsidiary information from U.S. SEC Form 10-K filings
significantly reduce false negatives.

To improve research using Internet topologies and al-
low others to build on our work, our current AS-to-
organization maps will be released in June 2012, along
with our public test data and source code.

Beyond the basic paper, this technical report adds
several appendices with additional supporting informa-

tion. Appendix B provides more information on how
we we select and normalize the AS attributes used for
clustering. Appendix[Cldescribes in more detail how we
automatically train weights for the different attribute
types. Appendix [D]discusses specifics on how we man-
ually verify and use 10-K links. Appendix[Elevaluates a
volunteer-based AS-to-Organization mapping provided
by Packet Clearing House (PCH) and compares it to
our mapping effort. Lastly, Appendix [F describes an
analysis of the persistence of multi-AS usage.

2. RELATED WORK

While there exists an extensive and still growing liter-
ature on various aspects of measuring, modeling, gener-
ating, and analyzing Internet connectivity structures at
different levels (e.g., router-level, AS-level, overlays like
the Web, P2P, or online social networks), little atten-
tion has been paid to date on organization-level effects
that capture the constraints imposed on those ASes that
operate as part of multi-AS organizations or companies.
Our work seeks to broaden the existing AS perspective
by exploring these organization-level effects.

To the best of our knowledge, only two prior groups
have considered how ASes relate to organizations. First,
to study observed incongruities between AS paths de-
rived from traceroute probes and BGP routing data,
Hyun et al. [17] inferred AS ownership based on the
ID and name of registered owners (organizations) in a
subset of the American Registry for Internet Numbers
(ARIN) WHOIS database relying on a largely manual
process. In this paper, we not only demonstrate that a
more complete and diverse input dataset is absolutely
critical for successfully mapping ASes to their organi-
zations, but also present a fully automated process for
performing this AS-to-organization mapping. Second,
Packet Clearing House (PCH) [24] maintains a manu-
ally generated AS/organization directory that relies on
voluntary efforts and is hosted by PCH for the main
purpose of facilitating contacts between different net-
work operators. We evaluate the information contained
in this directory in our technical report [7] where we
comment on the shortcomings inherent in data result-
ing from voluntary efforts as compared to information
that is provided, say, for legal reasons.

3. METHODOLOGY

We map ASes to organizations through a combination
of two methods: automatic clustering done on a struc-
tured data source (Section 3.1) and a semi-automatic
method on a less structured data source (Section[3.2).

3.1 Automated Clustering with WHOIS Data

Our automatic method relies on publicly available in-
formation from AS registration data in WHOIS (Sec-
tion[3.1.1), and consists of the following four steps that



All OrgID Contact Phone

Email [y example, while a multi-AS organization may use

ARIN | 22k (100%) 21k (95%) 20k (91%) 19k (86%) 19k (36%)
unavail. 14k (70%) . .
6k (95%) b5k (83%) 5k (83%) uses different contacts, they can often be linked based

unavail. on common telephone numbers and e-mail addresses.
unavail.

(
RIPE 20k (100%) 13k (65%) 19k (95%)
APNIC k (100%) unavail.
LACNIC| 1. 5k (100%) 1.5k (100%) unavail.  unavail.
AfiNIC | 0.6k (100%) 0.6k (87%) 0.6k (100%) 0.6k (98%)

the same contact information for all its ASes, even if it

All | 50k (100%) 36k (72%) 46k (92%) 25k (50%) 38k (76%)

Table 1: Data availability (AS count) for four
attribute types across the 5 RIRs.

are discussed in more detail in the rest of this section:

1. Extract, standardize and link attributes to each
AS (Section[3.1.2).

2. Train weights of attribute types to reflect different
degrees of importance (Section [3.1.3).

3. Compute similarity score between each AS pairs
based on their weighted attributes (Section[3.1.4).

4. Cluster ASes based on the similarity scores com-

puted in step 3 and label each cluster (Section[3.1.5).

3.1.1 WHOIS Data

The WHOIS database stores AS-specific registration
information that is provided by each AS on a voluntary
basis. WHOIS was originated to assist network opera-
tors in contacting each other, but there are no forcing
mechanisms in place to ensure that the information pro-
vided by each AS is complete or accurate. Each of the
five Regional Internet Registries [25] (RIRs) provides
its portion of WHOIS data, with ARIN using its own
format [2] and the other RIRs relying on the Routing
Policy Specification Language (RPSL) [30]. To make
full use of this WHOIS data, we first merge these dif-
ferent formats into a common format.

WHOIS data is composed of various types of records,
and each record is associated with multiple attributes.
We are interested in three general types of records in
WHOIS: Autonomous Systems (ASes), organizations (or
orgs), and points-of-contact (contacts). From special-
izations of these types (for example, administrative or
technical contacts), we identify a total of 66 different
types of AS attributes that provide potentially useful in-
formation for identifying ASes with an organization. In
particular, there are some 50k ASes in all five RIRs (see
Table[1), identified by ASHandle records in ARIN and
aut-num records in other RIRs. Some AS’s org records
are linked by OrgID or org attributes in their records.
Org records are often used in WHOIS for common man-
agement of multiple resources and are potentially use-
ful for identifying an AS’s organization. However, RIR
policies do not require a one-to-one mapping between
WHOIS-derived and real-world organizations, making
simple clustering on common organization records in-
effective. In terms of an AS’s contact records, they
typically identify individuals in charge of administra-
tive, technical, abuse or operations aspects of the AS.

We pursue two strategies with respect to the above-
mentioned attributes. The first strategy is to aggregate
them into four attribute types, namely OrglD, contact
ID, phone, and email. The second strategy is to keep
the 66 identified attributes separate so as to allow for
a differentiation between their subtle semantic mean-
ings. For example, by treating administrative, techni-
cal, abuse and network operation center (NOC) phone
and e-mail contact information as separate attributes,
we account for the possibility that different types of
contacts have different importance and thus should be
treated differently. To illustrate, an administrative con-
tact is more likely to be a parent organization employee
than an employee of a third-party outsourcing company;
however, just the opposite may be the case with respect
to a technical contact. Throughout this paper, we re-
fer to these two sets of attributes as Jattr and 66attr,
respectively.

Challenges:  There are several challenges in using
WHOIS data to map ASes to organizations. A major
problem arises from the fact that the WHOIS database
is incomplete, and the records can be stale and incor-
rect. Table[T/shows the data availability of four different
attribute types. Additionally, we cannot associate any
single type of attribute (OrgID, contact ID, phone and
email) for all ASes, and some RIRs filter all information
due to privacy concerns (for example, RIPE filters all
phone numbers in bulk data). These challenges require
our use of clustering across multiple attributes.

Second, the use of outsourcing companies complicates
use of WHOIS data, resulting in incorrectly clustering
unrelated organizations as one. When an organization
has a third-party handle network operations, the con-
tact information present in an AS record may not link
to an employee of the AS’s parent organization, but in-
stead identify an employee of the third-party outsourc-
ing company. We discuss these cases and our solutions
in detail in Section [4.4.

Finally, mergers and acquisitions are primary rea-
sons for mismatches between real-world organizations
and WHOIS-based organizational identities. If WHOIS
records for ASes of a acquisition are not updated to refer
to the new parent company, or if the acquisition main-
tains distinct AS-level administration (for example, as
Youtube and Google), then it may be impossible to in-
fer the correct organizational identity of that AS from
WHOIS information alone. In Section we turn to
additional data to explicitly identify acquisitions.

3.1.2 Attribute Extraction and Standardization

The design of any clustering algorithm must select



and normalize the features used for clustering - in our
case, ASes and their attributes. Ideal attributes will
link all ASes of one organization, and will not link them
with other organizations. However, since no single at-
tribute in WHOIS meets these ideals, we use a combi-
nation of attributes to maximize accuracy. To this end,
we first extract raw attributes from WHOIS, clean them
by canonicalizing them to simple attributes, and finally
discard generic attributes (e.g., GMail and Hotmail for
e-mail addresses) to produce fattr and 66atir sets. (See
Appendix Blfor details.)

3.1.3 Training Attribute Weights

Attributes have different degrees of importance based
on their types. To account for this fact, we assign to
the different attributes weights that have been tuned
based on training data. Below, we briefly summarize
our approach. More details can be found in [7].

To train the attribute weights, we use parallel hill-
climbing [32] over a training set of about 10,000 ASes.
This training set consists of some 715 ASes for which we
have reliable organizational identity information and 9k
additional ASes (“noise”). The algorithm aims to min-
imize the likelihood of mis-clustering (i.e., assigning an
AS to the wrong cluster, a false-positive) or missing to
assign an AS to the correct cluster (false-negative) those
ASes whose organizational identity we know. Specifi-
cally, to avoid having outliers unduly influence training,
we use as our objective function the sum of the quartiles
of the false-positive and false-negative rates over those
ASes.

The size of training set (10,000 ASes) is carefully se-
lected based on time and hardware constraints. Clus-
tering with 50k ASes (whole population) takes about 3
days and 24GB memory. Because we have limited ac-
cess to such large-memory hardware, we use this train-
ing set to study parameter effects, so that each round
requires only 20 minutes and 1GB of memory. In all we
examined about 15k weight vectors, using about 200
days of compute time, done in parallel over about a
week.

Clustering shows a best weighting scheme with w={0.75,

0.1, 0.1, 0.05} for the four attribute types (OrgID, con-
tact ID, phone and e-mail) in the 4attr set. It empha-
sizes the correctness of OrgID (0.75), downplays con-
tact ID (0.1), phone (0.1) and email (0.05). OrgIDs
are intended for common administrative management
thus are unlikely to cause false positives. Contact IDs,
phones and emails, though, can be registered by out-
sourcing third parties thus have the potential to intro-
duce false positives.

Weighting schemes for the 66atir set are generally
worse (1.5 to 2 times larger objective function), so we
rule out using 66 attribute types in practice. We ex-
amine causes for this worse performance, and find more

attributes dividing a general attribute type into many
specific types, often breaking clustering links and thus
leading to higher false-negative rates. Consider, for ex-
ample, the e-mail attribute type (similar arguments ap-
ply to phone and contact ID). With attr input, admin-
istrative and technical contacts for two ASes admineasi.
example.com and tech@as2.example.com are part of the same
attribute and so link the ASes. However, with 66attr
input, these attributes are considered independent and
so will fail to link the ASes.

3.1.4  Similarity Matrix

Next we use the weights assigned to the different at-
tribute types to link ASes based on a similarity score.
We compute similarity scores for all AS pairs and store
them in a similarity matriz. This matrix is used as
input in Section[3.1.5]to cluster ASes.

We use weights and Jaccard inder to compute the
similarity score between two ASes. Let s, , denotes the
similarity score between AS x and y, w the weight vector
of which w;, i € [1..M], Zgl w; = 1, is the weight
of the i*" attribute type, and X denote the attribute
vector of AS x of which X;, i € [1..M], is the attribute
set of the i*" attribute type. Then we have

M
1=1

where the Jaccard index J(X;,Y;) is the similarity score
between two specific sets of attributes of the same type
(the i'" attribute type); e.g., between email attribute
set {comcast.com, comcast.net} and email attribute set
{comcast.com}, and defined as

XNy,
IXY) = Ty
Note the way we calculate similarity score implicitly
suggests that different types of attributes are orthogo-
nal. Only attributes of the same type are compared.
With 4attr input (M = 4), all e-mails are compared
with each other; similar for OrglIDs, contact IDs, or
phone numbers. However, with 66attr input (M = 66),
since administrative contact and technical contact are
treated differently, their IDs, e-mails and phone num-
bers are of different types, thus an administrative e-mail
will never be compared with a technical e-mail.

3.1.5 Clustering Algorithm

The final stage consists of using the similarity ma-
trix to cluster ASes so that ideally, each generated clus-
ter corresponds to a real-world organization and can
be labeled appropriately based on clues such as domain
names or keywords.

To cluster ASes, we rely on a hierarchical clustering
algorithm. It starts with a set of individual ASes with
their pairwise similarity matrix. In the beginning, each


admin@as1.example.com
admin@as1.example.com
tech@as2.example.com

individual denotes a cluster. During each round, two
of the closest clusters get merged together until there
is only one cluster remaining. The algorithm produces
a hierarchy (or binary tree) of clusters and it is the
user’s choice to decide at which level to cut the tree.
The higher the level, the smaller the similarity between
the clusters at that level, and the number of clusters
is lower as well. We decide the similarity threshold
that cuts clusters by the following automatic training
method. Because similarity score is proportional to the
sum of weights defined in Equation (1)), during weight
training, we set similarity threshold to be a fixed value
first, then let the training algorithm walk through dif-
ferent weight vectors. After the best weight vector is
selected, we normalize the scheme and adjust the simi-
larity threshold based on this normalization.

There are several ways to define the distance be-
tween two clusters during clustering, and the choice of
distance can significantly affect the clustering results.
The four definitions are mazimum-linkage (the max-
imum distance among all pair-wise elements), single-
linkage (the minimum distance), average-linkage (the
average distance), and centroid-linkage (the distance be-
tween the centroids of two clusters). We reject maximum-
linkage as too strict, creating false negatives, and single-
linkage is too aggressive, causing too many false posi-
tives, and we avoid centroid-linkage as too computation
intensive. We choose average-linkage because it can
best help us explore the underlying semantics of the
WHOIS dataset (see Section [4.4) and deal with some
of the challenges posed by it (e.g., tech-outsourcing is-
sues).

3.1.6 Cluster Labeling and Selection

Hierarchical average-linkage clustering produces a set
of AS clusters which, in turn, need to be labeled with
information that identify the corresponding organiza-
tions. Omne promising information source for labeling
is the email domain used for clustering. It is usually
human-readable and can provide accurate reference to
the organizations’ websites. Other attribute types can
be obscure (e.g., OrgIDs with unusual abbreviations),
or may leak private information (e.g., contact IDs and
phones). We also extract text names in AS and OrgID
records, including ASName or as-name, OrgName, de-
ser (description), and owner fields. To improve search
speed and label quality, we break these names into key-
words and rank them based on their frequency and
uniqueness. This process tends to highlight the key-
words that help in identifying an organization’s iden-
tity.

To manually identify an organization’s AS cluster,
one can search for related keywords or domains, and
manually decide which AS cluster is the closest. In
contrast, to automatically identify all organizations’ AS

clusters, one needs a list of keywords or domains and
a judge function to pick one or multiple matched AS
clusters. However, we do not have such list of key-
words or domains for every Internet-related organiza-
tion. Thus, when comparing the accuracy of our results
with the ground truth, for the sake of simplicity, we al-
ways pick the biggest cluster in our results to compare
with the ground truth cluster. We caution that this de-
cision favors both lower false-negative rate and higher
false-positive rate.

3.2 Semi-automatic Clustering with 10-K Data

A particular problem we encounter using WHOIS data
to mapping ASes to their organizations is mergers and
acquisitions. Such changes often result in stale infor-
mation, reducing mapping accuracy. To address this
issue, we advocate in this paper the use of a new and
previously untapped source of information for AS-to-
organization mapping - company subsidiary data con-
tained in the U.S. SEC Form 10-K filings.

3.2.1 Form 10-K Data

Unlike the voluntary nature of WHOIS, 10-K forms
are mandated by law and are required to be filed annu-
ally by all publicly-traded U.S.-based companies. Be-
cause of this legal requirement, the completeness and
accuracy of the data is superior to the voluntary WHOIS
database. Form 10-K therefore represents the ground
truth for subsidiary relationships among publicly-traded
U.S.-based companies for the year prior to the filings.
It’s disadvantages are that it does not apply outside the
U.S., and 10-K names can be imprecise as we describe
below.

Form 10-K data is freely available from the U.S. Se-
curities and Exchange Commission’s (SEC) EDGAR
database [34]. EDGAR covers each of the thousands
of publicly-traded, U.S.-based companies. Each form is
identified by a unique company identifier (we call the
10-K ID), the year the form is filed, and a list of all
of a company’s current subsidiaries. After extracting
the subsidiary names from all these lists and normaliz-
ing them to lower case, we associate the company name
present in the beginning of each 10-K form and all sub-
sidiaries with the 10-K ID. In total, we extract 8,706
companies and 156,936 subsidiaries from the database
for fiscal year 2010.

The main weakness of 10-K data is that entries are
imprecise because company names are not standardized
across 10-K and WHOIS. Fully normalizing names is
a difficult problem in natural language understanding,
mainly because many variations are context dependent
and some names provide very little context. For ex-
ample, Network and Inc. are two words that convey
in general little information about organization iden-
tity, but they cause noise and cannot be dropped for



matching. Similarly, variations in spacing, abbrevia-
tions, and level of detail can all cause errors in name
matching, and some manual data cleaning is necessary
to determine that, for example, “Apple”, “Apple Com-
puter”, and “Apple, Inc.” all refer to one and the same
company, while “Apple Records” identifies a different
company.

3.2.2  Automatic Name Linkage

Given that the Form 10-K data is an accurate source
of company subsidiary information, in theory we can
use this data to cluster ASes that belong to different
subsidiaries of one and the same organization. In par-
ticular, since Form 10-K data provides the names of a
company’s subsidiaries and WHOIS data includes the
name of each AS, by simply matching these names, we
can cluster apparently different subsidiaries. Among
the challenges we face in practice is that mergers or ac-
quisitions often result in subsidiaries that retain a dis-
tinct identity as indicated by their names or WHOIS
entries. For example, Google maintains a public face for
Youtube, but not for Postini, a later acquisition. More-
over, the names are in general not normalized, and may
thus provide little context, resulting in name matching
that is error-prone.

To overcome these difficulties, we first describe an
automated procedure for linking AS names with names
of subsidiaries in this section, and then detail a man-
ual process for verifying and pruning links for some 50
purposefully chosen organizations in Section

Linking the same entity from different data sources,
usually with different names, is called record linkage,
and is a well studied problem in data mining area. A
number of existing algorithms [8,31,33] are readily avail-
able, and for the problem at hand, we choose the TF-
IDF method [33], mainly because it pays special at-
tention to infrequent keywords in names and is fairly
straightforward to implement without complicated pa-
rameter configuration. TF-IDF is commonly used to
query natural text documents in corpus by certain key-
words. While we believe it is a reasonable choice for
our application, it is not optimized in any way for the
problem at hand; that is, matching company names.

3.2.3 Manual Verification and Pruning

An error in name matching can result in falsely clus-
tering hundreds of ASes to a single organization. Since
these errors stem from automatic clustering based on
matches of imprecise names, rather than using all auto-
matic name matches, we manually verify and use links
for some 50 purposefully selected organizations.

We select 50 organizations (about 0.6% of the 8,706
organizations) intentionally to favor those most impor-
tant in the real world and to the Internet’s ecosystem.
We select 38 large, computer-related organizations from

the Fortune 500, and add 12 additional large ISPs. Of
the 1817 links that the automated clustering produced
for these 50 organizations, we verify and keep 1226 links,
dropping 591. Details about these organizations and
pruning are in Appendix[D

3.2.4 Enhanced AS Clustering

To make good use of the Form 10-K data, we modify
the clustering algorithm described in Section [3.1.5] by
incorporating the information contained in the above-
identified links between ASes and 10-K organizations.

To this end, we augment the 4attr set with new at-
tributes representing the 10-K organization an AS is
linked with (as determined in Section[3.2.3 above), and
call these new attributes 10-K ID attributes. Together
with previous WHOIS attributes in four types, this
augmented set now comprises attributes in five types
(OrgID, contactID, phone, e-mail and 10-K ID), and is
referred as 4attr+10K. We assign 10-K ID attributes the
same weight as OrgID attributes; we use a strong weight
because we have manually verified the accuracy of these
new attributes. The new weight vector 1[)’:{0.75, 0.1,
0.1, 0.05, 0.75} is not normalized and we keep the same
similarity threshold when cutting the clustering tree
(see Section3.1.5). As aresult, on one hand, if two ASes
are linked with the same 10-K organization, their sim-
ilarity score will be higher than before, and thus more
likely to be clustered together later; on the other hand,
if two ASes are linked only by WHOIS attributes, their
similarity score can stay the same and whether they end
up in the same cluster or not will be the same as that
before using 10-K information.

We re-computed the similarity matrix with the 4attr+10K

set as input and fed the result to the clustering algo-
rithm described in Section[3.1.5] We compare the clus-
tering results obtained by this 4attr+10K-based method
with those produced by the 4attr-based approach in the
subsequent section.

4. VALIDATION

To validate the accuracy of our clustering methods,
we use four datasets (Table2 and Section4.1), purpose-
fully chosen to trade-off confidence among three criteria:
quality, unbiasedness, and size of ground truth. We de-
scribe the validation method in Section 4.2 and present
our results in Section[4.3, focusing in particular on how
specific aspects of our methodology and properties of
our datasets impact accuracy (Section and lead to
significant improvements in accuracy.

4.1 Validation Datasets

In order to gain a comprehensive view of the quality
of our mapping results, we use four different datasets
with varying degrees of quality, unbiasedness and size
for evaluation. Table 2 lists them and ranks them by



Datasets Quality Unbiasedness Size

| Orgs. ASes
Thiert operator-provided (nearly definitive) intentionally selected (potentially biased) 1 many small
T9org records-inferred, abundant records (very good) intentionally selected (potentially biased) 9 502 medium
Tmndtop records-inferred, mostly abundant (good) randomly selected from top (mostly unbiased) 50 2516 large
Trandall | Tecords-inferred, few records (potentially incomplete) randomly selected from all (completely unbiased)| 50 1001 large

Table 2: Validation datasets ranked by quality, unbiasedness and size.

these criteria.

The first dataset, Tt;er7, is provided by a Tier-1 oper-
ator, and thus represents the highest quality in terms of
completeness and accuracy. However, containing only
one organization, it is clearly biased towards that orga-
nization.

Obtaining operator-provided ground truth is difficult,
so we next infer three datasets from public records.
From public online documents, routing data and WHOIS
information, we believe we find most ASes of a given or-
ganization for our targets (all public companies).

These three datasets consist of different samples of or-
ganizations, for different purposes. T9org contains nine
big U.S.-based public companies with plenty of informa-
tion online, thus it is of fairly good quality. Although
hand-picked, it sheds light over key players in today’s
Internet, that is, four large telecommunications compa-
nies, four content providers, and a root-DNS provider.

In contrast, Trundtop and Trendan are randomly cho-
sen, and each consists of 50 organizations. We first
consider all clusters that were produced by our clus-
tering method that uses 4attr+10K as input, take a
random sample, and finally identify the organization
identity of the sample from their AS WHOIS records.
More precisely, Trandtop 18 @ random sample of size
50 from the 100 largest organizations we find, where
the size of an organization is given by the number its
ASes. From manual inspection, this dataset contains
large ISPs, big research networks, media conglomerates
and multi-national financial companies. By compari-
son, Trandanl 1S @ randomly selected set of 50 organi-
zations from all 36,463 clusters our method produces.
Most of Tyyndan are small, private organizations, of-
ten without even a website. To summarize, although
slightly less complete than Tg,r (because of less public
information), Tyqngiop sheds light over a broader and
less biased range of key Internet players. Although
mostly comprising small and less interesting organiza-
tions, Tyundail Te€Presents a completely unbiased sample
to evaluate our algorithm’s accuracy.

There are six organizations in common between Ty q10p

and Tgorg, while Tyypgqu and Trgpqi0p are disjoint. Also,
while the median organization size in T}y, 4411 18 1, over-
all it includes 1001 ASes because one organization (a
network information center) has 944 ASes. When ig-
noring those ASes, we end up with 49 organizations

with a total of 57 ASes.
4.2 Validation Method

To validate our results, we consider the clusters pro-
duced by our clustering method that takes 4attr+10K
as input. For each organization in our validation sets,
we first select the biggest cluster (see Section[3.1.5) that
overlaps with the ground truth and compare them. We
then check how many ASes are wrongly assigned to the
cluster (false negatives) and how many ASes are missing
from the cluster (false positives). We define false posi-
tives (fp) and false negatives (fn) as follows. Let M; be
the i*" cluster in the ground truth (e.g., T9ory) and C
the biggest cluster in our results overlapping with the
ground truth. Then we have

B |MMC\’ o= ICl  [M;nC| @)
| M;| | M| |M;|

where C' € Rgyrs is a cluster produced by our method

and M; is the cluster in the ground truth overlapping

with C' (e.g., M; € Tgorg).

For simplicity, we also classify our validation results
for each organization into good or bad with the help of
the false-positive and false-negative rates. In particular,
we call the results for an organization good if both types
of mistakes are below 10% and bad otherwise.

4.3 Validation Results

In this section, we first present the overall findings
for all four validation datasets (Section[4.3.1). We then
look into the underlying causes of mistakes and the ob-
stacles we face when mapping ASes into organizations.

(Section [4.3.2).

4.3.1 Overall statistics

m=1

Table 3] summarizes the results for Tyer; and Tgopy,
showing overall very low false-positive rates and mod-
erately low false-negative rates (see Section 4.3.2] for
causes). As we can see from the false-positive analysis
shown in the top portion of the table, for nine out of ten
organizations (90%), we wrongly cluster less than 10%
of ASes. In terms of the false-negative analysis given
in the bottom portion of the table, we find all ASes for
six organizations (60%), more than 80% for two other
organizations, and perform poorly for the two remain-
ing ones. The false-positive and false-negative rates for
Ttiers alone are 7% and 27%, respectively.



category orgs percentage
false positive
good 9 90%
perfect (=0%) 6 60%
0%-10% 3 30%
bad 1 10%
10%-20% 1 10%
false negative
good 6 60%
perfect (=0%) 6 6%
bad 4 40%
10%-20% 2 20%
20%-40% 2 20%

Table 3: Validation of 10 intentionally selected
organizations including a Tier-1 ISP.

category orgs percentage
false positive
good 47 94%
perfect (=0%) 31 62%
0%-10% 16 32%
bad 3 6%
10%-20% 2 4%
20%-40% 1 2%
false negative
good 34 68%
perfect (=0%) 23 46%
0%-10% 11 22%
bad 16 32%
10%-20% 6 12%
20%-40% 8 16%
>40% 2 1%

Table 4: Validation of randomly selected orga-
nizations from top 100 clusters.

Similar results hold for T},yqt0p. Tablel4 shows that
47 organizations (94%) have fewer than 10% false pos-
itives and that we found more than 90% ASes for 34
organizations (68%). Not only do these numbers show
that our results generalize to large organizations, but
they also confirms that our weights are not overfitted
as a result of using the ten organizations in T};e.; and
Tyorg for training.

Finally, validation based on the truly unbiased dataset
Trandall sShows that our method performs even better for
the majority of Internet-related organizations. In fact,
as shown in Table[5, for almost all organizations (48,
or 96%), the results are good with respect to false pos-
itives, and for almost as many (47, or 94%) are good
for false negatives. The high accuracy with respect to
false-negatives follows from the fact that the majority
of Internet-related organizations are simple and small,
which makes finding all their ASes easy; indeed, 43 out
of the 50 organizations in Ty,q. have only one AS.

4.3.2  Understanding Sources of False-Positives and
False-Negatives

While the overall accuracy of our results is quite good,
our approach does poorly in some cases. We next ex-

category orgs percentage
false positive

good 48 96%
perfect (=0%) 48 96%
bad 2 4%
>40% 2 4%
false negative
good 47 94%
perfect (=0%) 47 94%
bad 3 6%
>40% 3 6%

Table 5: Validation of randomly selected orga-
nizations from all clusters.

amine these cases to understand the limitations of our
approach and suggest possible future improvements.

False Positives: The main cause for false positives
is the lack of a clear boundary between organizations.
A typical real-world scenario involves ISPs and IT con-
sulting companies that often provide technical support,
including the management of AS records, for their cus-
tomers. Thus, they share the same contact informa-
tion with their customers which, in turn, becomes a
common reason for false-positives in our results. This
scenario applies to the three organizations with bad
false-positive rates in Table[4, two ISPs and one tech-
outsourcing company, also to the two organizations in
Table [5] with more than 40% false-positives.

False Negatives: The main cause for false-negatives
is missing or inaccurate subsidiaries. Although we use
company subsidiary information via the 4attr+10K in-
put set to our clustering algorithm, we encounter nu-
merous cases where different subsidiaries maintain their
distinct identities in WHOIS (such as the two organi-
zations with bad false-negative rates in Table/4, Nippon
Telegraph and Telephone (NTT) and Deutsche Telekom,
which are both foreign and large). WHOIS records that
are out-of-date and do not reflect the correct subsidiary
names make it difficult to produce accurate clusters
without external knowledge and result in false-negatives
in our approach. These difficulties make false-negative
rates bad for the two organizations in Table[4]l They are
Nippon Telegraph and Telephone (NTT) and Deutsche
Telekom, which are both complex and non-U.S. compa-
nies.

4.4 Factors that Improve Accuracy

Figure[T shows the significant improvements that our
new method (new) is able to achieve when compared
to our earlier approach (old [6]). In terms of false-
negatives (the green arrows annotated by “!”), the re-
sults for all ten organizations improved, from 2% to
36%. In addition, four organizations (i.e., the Tier-1
ISP, Verizon, Limelight and ISC) show improvements
with respect to their false-positive rates, from 4% to



129%. Only Akamai shows a slightly worse false-positive
rate, at 3%. Manual inspection shows that this change
is due to a new outsourcing arrangement.

We next evaluate what specific aspects of our new
algorithm helped improve the accuracy of our results
and highlight the impact that our new data source (i.e.,
Form 10-K data) has on AS clustering.

4.4.1 Avoiding incorrect assertions (false-positives)

A good clustering method should be able to clearly
identify organizational boundaries and put each AS into
its own and relevant cluster. However, organization
boundaries become usually blurred by a number of real-

category orgs percentage
company subsidiary information used 18 100%
big improvement (>20%) 4 22%
medium improvement (10-20%) 2 11%
small improvement (<10%) 8 44%
no improvement (=0%) 4 22%

Table 6: Improvement on false-negative rate
when company subsidiary information is used.

benefited from using more attributes than in [6]. An
up-to-date WHOIS database is also very important as
can be seen in the cases of Yahoo (4 ASes), Google (3

ASes), ISC (2 ASes) and Limelight (1 AS). We next
examine in more detail the effect that the use of Form

world organizational relationships, including tech—outsourcingj 0-K data had on our results

technical support, and joint ventures. These blurred
organizational boundaries result in false-positives when
we try to associate ASes with their organization.

To sharpen our discovered organizational boundaries
and thus reduce false-positives, we exploit hierarchical
average-linkage clustering (see Section [3)). Unlike clus-
tering where any linkage joins two clusters, average-
linkage examines all links between any two ASes in
two clusters to judge the strength of the relationship.
This weighting results in tenuous links between other-
wise well connected clusters getting severed, preventing
organizational boundaries from blurring together.

Among the organizations whose false-positive rates
improved significantly, ISC and Verizon stand out. ISC’s
false-positive rate is drastically reduced from 129% to
0% and Verizon’s is reduced from 28% to 3%. We
confirm that 70 of the 71 false-positives for ISC were
caused by a single linkage that existed because of tech-
outsourcing. For Verizon, 59 of the original 66 false-
positives were caused by several single linkages as a re-
sult of a combination of customer and tech-outsourcing
relationships. In both cases, the use of average-linkage
results in less aggressive clustering by ignoring these
weak relationships.

4.4.2  Factors affecting completeness (false-negatives)

Besides clearly identifying organizational boundaries,
a good clustering method should also make use of all
critical information that relates an AS to its organiza-
tion. For example, contact information typically relates
an AS to its direct operator. However, if this direct op-
erator is a subsidiary of a big company, relating it to
its parent company may require additional information.
Unavailable critical information can result in missing
ASes, which in turn makes our results incomplete.

To reduce false-negatives and mitigate the problems
caused by subsidiaries, our new algorithm relies on a
combination of more complete and up-to-date WHOIS
data and a novel information source in the form of Form
10-K data. In particular, we note that two organiza-
tions (i.e., Akamai (2 ASes) and CN Mobile (1 AS))

4.4.3 Does company subsidiary information help?

We next explore the role of 10-K data in improving
accuracy. To examine its benefits, we consider Form 10-
K data for 50 U.S.-based public companies and compare
two sets of clustering results. One set was obtained by
running our new clustering algorithm with 4attr+10K
as input (i.e., using company subsidiary information),
the other running the same algorithm with 4attr as in-
put. We evaluate both sets of results using all four vali-
dation datasets and check for improvements concerning
the false-negatives.

Of the 50 companies considered, 18 are in our ground
truth datasets. As shown in Table[6] 14 out of 18 orga-
nizations improve. The improvements are significant for
four organization (i.e., Limelight, Oracle, IBM and HP)
because this new source of information captures most of
their subsidiaries. It also helps four organizations (i.e.,
Cogent, VeriSign, Yahoo, Comcast) where we capture
all of their ASes, obtaining a 0% false-negative rate. In
short, although our approach can miss ASes for organi-
zations that tend to have a complex structure or long
history of mergers and acquisitions, company subsidiary
information in the form of publicly available Form 10-K
data is able to alleviate this problem, resulting in often
significant improved AS clustering.

S. PROPERTIES OF THE ORGANIZATION-
LEVEL INTERNET

In this section we study our AS-to-organization map-
ping results, particularly for organizations that use mul-
tiple ASes. We first examine the prevalence and influ-
ence of multi-AS usage in Section[5.1, We then investi-
gate why organizations use multiple ASes in Section[5.2]

5.1 Relevance of multi-AS organizations

To quantify the relevance of multi-AS organizations,
we analyze our AS-to-Org mapping results and show
in Table[7] that 49,262 ASes map into 36,463 organiza-
tions in total (top row), of which 13% (4,856) are multi-
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Figure 1: Comparison between our previous and current validation results.
AS organizations (second row). While most organiza-
tions use only a single AS (single-AS), about 36% of
all ASes are assigned to multi-AS organizations. Since
more than a third of ASes have other “sibling” ASes
category orgs ASes addresses in the same organization, this finding suggests that an
total 36463 100% 49262 100% AS-to-organization map may be relevant to resolving
multi-AS 4856 13% 17655 36% AS-relati hip di . t 13
single-AS 31607 87% 31607 64% -relationship discovery in routing [13]. .
total 36463 49262 However, some of the allocated ASes are not in ac-
routed l 27802 100? 34472 100? 2-53 100? tive use and these “moribund” ASes may distort the
routing-complex 3165 11% 9835 29% 1.6B 64% . . . . P _
routing simple 94637 $9% 24637 71% 098 36% plct}lre. The above dlscus§1on is based.on static infor
not routed 3661 14790 mation from WHOIS that includes moribund ASes. To

Table 7: Organization distribution by number of
ASes in total, and ASes in routing tables.

category orgs ASes addresses
total 36463 100% 49262 100%
multi-AS 4856 13% 17655 36%
single-AS 31607 87% 31607 64%
total 36463 49262
routed 27682 100% 34260 100% 2.5B 100%
routing-complex 3142 11% 9720 28% 1.6B 64%
routing-simple 24540 89% 24540 72% 0.9B 36%
not routed 8781 15002

Table 8: Organization distribution by number of
ASes in total, and ASes in routing tables (from
the second RouteViews site).

evaluate ASes that are actually in use, we consider only
the subset of ASes that are routed.We obtain routing
tables from RouteViews [21] Oregon site; we see simi-
lar results from another vantage point located in Japan
shown in Table[8 .

To account for moribund ASes, we define two terms,
routing-complex and routing-simple organizations. Af-
ter discarding moribund ASes, organizations that still
have multiple ASes are called routing-complex, because
they use multiple ASes to route; organizations that re-
duce to a single AS are called routing-simple. Note
that routing-complex organizations must be multi-AS
organizations, but not necessarily vice versa. Our main
interest is in routing-complex organizations since they
are the ones that actually use multiple ASes.

To account for the fact that different ASes have dif-
ferent degrees of influence on Internet, we approximate
the influence of an AS by the number of addresses it
announces, with the influence of an organization being
defined as the sum of its AS’s influences. Note that
the ideal way to define the influence of an AS is by the
traffic it carries. Unfortunately, we know of no way to
estimate the traffic carried by arbitrary ASes.

Table[7 (bottom portion) shows that routing-complex
organizations, while only representing 11% of all routed
organizations, have a big influence on the Internet, ac-
counting for nearly two-thirds (1.6B or 64%) of all routed
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Figure 2: Historical routability of Google ASes.

addresses. Specifically, routing-complex organizations
that use more than 2 ASes make up only 4% of all
routed organizations but announce more than half of
all routed addresses, and routing-complex organizations
with more than 5 ASes (some 1% of all routed organiza-
tions) announce about one third if all addresses. We see
that these influential organizations have not just many
addresses, but also many routed ASes.

5.2 Causes of multi-AS usage

Organizations use multiple ASes for many reasons.
For our analysis, we group those into reasons that are
transient, and those that are persistent and unlikely to
go away. Mergers and acquisitions are examples of tran-
sient reasons, especially if we expect common business
practices following a merger to include the consolidation
of the ASes that were announced prior to the merger.

Persistent reasons are more varied, but usually result
from some (internal or external) legal or policy pres-
sure. An example of an internal policy decision is an ISP
that chooses to use different ASes to implement inter-
nal routing policies; e.g., Verizon’s use of different ASes
on different continents [36]. External policy constraints
include cases where legal conditions of mergers require
that certain business practices remain unchanged, or be
handled independently post-merger. Regardless of the
specifics, these kinds of policy constraints that are often
in place for years, and so we label them “persistent”.

We next summarize our inference about both tran-
sient and persistent multi-AS usage of six organizations.
To this end, we use n, (where p € {80,100}) to denote
the number of top ASes that announce p% of an organi-
zation’s addresses. Thus, nigg tells how many ASes are
routed in total, while ngy focuses on the “core” ASes,
where we typically see stable, policy-based ASes.

To illustrate multi-AS usage, Figure [2] gives a his-
torical account of the routability of all ASes that are
part of Google as of 2011-09-01 (see [7] for additional
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examples). ASes are stacked by AS index (sorted by
number of addresses currently announced and then by
the first date routed), with horizontal bars indicating
the periods when the ASes are routed (darker bars in-
dicating membership in ngp). The first time an AS is
routed is called nigg birth and the last one is called
ni1go death. Similarly, the first time of ngy membership
is called ngg promotion and the last one is called ngg
demotion. From the graph, we can see that two ASes
have been announcing 80% of the addresses for one year:
Google’s main AS (AS15169, AS index: 1) and a WiFi-
specific AS (AS36492, AS index: 2), suggesting a stable
routing policy.

In contrast, transient AS usage is often the result
of acquisitions followed by AS consolidation. Continu-
ing with the Google example in Figure 2, in late 2006,
Google acquired Youtube (AS36561, AS Index: 16); as
can be seen, the number of addresses announced by this
AS gradually decreased, and the AS finally disappears
from BGP by April 2011. This change suggests that,
over time, Google consolidated this service into its core
infrastructure.

To contrast with the Google example, we also ob-
served a case where routing policy decisions promote
AS diversification: ISC. Although only one AS an-
nounces most of ISC’s addresses, we notice that since
2003, ISC is using more and more ASes. Examining
these new ASes, we see that each announces a single
/24 address block. This policy is consistent with the
choice to associate a unique AS with each physical any-
cast location [18] and ISC’s operation of the anycasted
F-root DNS server. This example illustrates how pol-
icy decisions can result in an increasing number of ASes
per organization and that this type of multi-AS usage
is likely to last.

(Appendix [F quantifies the persistence of multi-AS
usage. )

6. APPLICATIONS OF AS-TO-ORG MAP

In this section we illustrate how accounting for multi-
AS organizations impacts our understanding of a num-
ber of Internet topology-related features.

6.1 Edge Coverage of an AS vs. its ORG

We first consider the effects of an organization-level
view of the Internet on our understanding of the net-
work’s edge. Recall that routing-complex organizations
that use multiple ASes control a majority of Internet
edge in terms of routed addresses. In addition, they
typically assign different ASes to specific geographic
regions, mainly for implementing certain routing poli-
cies. Faced with the problem of inferring the geographic
coverage of such a routing-complex organization, re-
searchers must first identify the organizations’ ASes,
then they need to obtain the addresses announced by
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Figure 3: Edge Coverage at Org-level vs. AS-

level for routing-complex organizations.

each AS, and finally, they have to geo-locate those ad-
dresses. Underestimation of an organization’s addresses,
either due to equating the organization with its main AS
or due to an incomplete AS-level view of that organiza-
tion, will lead to an incomplete view on its geographic
coverage.

To quantify this underestimation, Figure|3 shows the
effects of having access to an AS-to-organization map-
ping on each of these steps. Figure @ illustrates
the incomplete view with respect to address coverage.
For each routing-complex organization, we compare the
number of addresses announced by the AS that an-
nounces the most addresses (i.e., main-AS view) to the
number announced by all its ASes (i.e., org-level view).
We calculate the percentage of addresses not announced
by its main AS (missed address coverage), and show the
cumulative distribution of organizations based on this
percentage. The higher the missed address coverage,
the more incomplete the view. As can be seen from
Figure W, the address coverage of almost all organi-
zations is incomplete, missing between 1% to 91% of the
addresses. More specifically, when considering an orga-
nization’s main AS only, then nearly one-third of all
organizations (933) miss a signification portion (40% to
91%) of addresses.

To quantify the underestimation with respect to ge-
ographic coverage, we count the cities where these ad-
dresses are located. We identify the city of each address

using the MaxMind’s CityLite geo-location database [19].

This dataset provides worldwide coverage, and claims
that for the U.S., 79% of the addresses are mapped
with an accuracy of less than 25 miles. With the help
of this database, we identify the address locations for
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2,631 routing-complex organizations (it does not have
locations for 534 organizations, about 17%) and com-
pute the missed city coverage in a similar fashion as the
missed address coverage earlier. Figuremshows that
nearly half of the mapped organizations (1,132) have
an incomplete geographic coverage, missing at least one
city. Importantly, when reducing an organization to its
main AS, a fifth of the organizations (540) miss a sig-
nification portion of the cities (40% to 90%).

6.2 IXP Coverage of an AS vs. its ORG

To illustrate the value that an AS-to-organization
map has on studying Internet IXP peering-related is-
sues, we first show that the organizations that use mul-
tiple ASes to peer at IXPs (peering-complex organiza-
tions) have a big influence on the Internet. We then

compare the main AS view and corresponding organization-

level view of peering-complex organizations and discuss
limitations of the former.

6.2.1 Importance of Peering-Complex Organizations

Large ISPs often use multiple ASes to implement
routing policies for different geographical regions (Sec-
tion 5.2). As a result, they tend to peer only with cer-
tain ASNs in certain locations. Similarly, large content
and hosting providers also use different ASNs for, say,
different continents. These ASes then peer with local
access networks at close-by IXPs to save transit cost and
optimize end user experience. Clearly, these are situa-
tions where the main AS view of an organization yields
limited visibility into the true geographic reach of the
corresponding organization and underestimates the ge-
ographic coverage resulting from an organization-level
view.

To quantify the prevalence of multi-AS peering, we
apply our AS-to-Org mapping to previously obtained
AS-level IXP peering matrices [4]. These inferred peer-
ing matrices represent the current state-of-the-art but
are known to be incomplete, and we will comment below
on how this incompleteness may affect our observations.
The 2009 dataset lists 2,840 ASes, and we map them
to 2,503 organizations using our AS clustering method.
Nearly two-thirds of these organizations are routing-
simple and do not concern us here. In the following,
we examine how the remaining 882 routing-complex or-
ganizations affect our view of IXP peering.

Figure m shows the cumulative distribution of or-
ganizations as a function of how many ASes they use
to peer at IXPs. As can be seen, most (715 organi-
zations of the 882) of these routing-complex organiza-
tions peer with only one AS (i.e., are peering-simple).
Although only about 19% of these routing-complex or-
ganizations use multiple ASes to peer at IXPS (i.e., are
peering-complezx), Figure’Wshows that these peering-
complex organizations have a large influence on the



» 1K — T T T T T T T
= i
(@) g peering-complex orgs
5 05K i o .
w {1 peering-simple orgs
a ;
(@] 0 K . : : . . . .

0 2 4 6 8 10 12 14 16 18

ASes at IXP
(a) unweighted orgs

© 15B —
3
< 1B f . J
“— peering-complex announce
o
w 0.5B | I . . 1
o /peering-simple announce
O o=

0 2 4 6 8 10 12 14 16 18

ASes at IXP
(b) weighted orgs
Figure 4: Cumulative distribution of un-

weighted /weighted peering-active organizations
by number of ASes used to peer.

Internet. Approximating again influence by the num-
ber of announced addresses, Figure @ shows that
these peering-complex organizations account for more
than half (0.74B or 56%) of all routed addresses (that
were announced by both peering-complex and peering-
simple organizations as of 2011-09-01). Note that the
incompleteness of our IXP data suggests that our esti-
mates are likely lower bounds on the number of peering-
complex organizations.

Two examples illustrate peering-complex organiza-
tions as inferred from our 2009 data. The largest num-
ber of ASes used in peering is 18 by Comcast. These
18 ASes peer at 13 IXPs located in 12 cities, mostly in
North America and Europe. The biggest organization,
in terms of number of addresses, is China Telecom that
uses 3 ASes to peer. These 3 ASes peer at 18 IXPs
located in 16 cities in Europe and North America.

6.2.2 Implications of Peering-Complex Organizations

Next we quantify the degree of underestimation that
results from reducing peering-complex organizations to
the commonly-used main AS view. To this end, we
focus on peering-related quantities such as geographic
reach (i.e., number of IXPs or number of cities with an
IXP), number of peers, and number of peering links.

For each organization, we measure the underestima-
tion in each of the above three aspects by extracting
subgraphs that represent both the organization-level
view and the corresponding main AS view. Here, the
notion of “main AS” is metric dependent, and refers to
having the most IXPs, or peers, or links, respectively.
An organization’s subgraph is the subset of the IXP
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Figure 5: The different IXP peering view from
the whole organization’s perspective and from
the main AS’s perspective.

map that only contains the IXPs, peers and links re-
lated to it. The subgraph for the main AS consists of
the IXPs, peers, or links associated with the main AS
only. Note that the latter is always a subset of the
organization’s subgraph.

Figure[5 gives an example of these measures. Orgl’s
subgraph is shown as the whole figure, while if AS1 is
its main AS, then the gray portions refer to its main
AS subgraph. Orgl, consisting of three ASes, peers at
three IXPs, with three ASes and five peering links in
total. In contrast, the main AS, AS1, peers only at two
IXPs, with two ASes and three peering links.

We quantify the degree of underestimation by count-
ing the fraction of IXPs, peering ASes and peering links,
resp. that one will miss by considering only the main
AS’s graph. For instance, in the case of the example in
Figure[5, we can see that the main AS view misses 33%
of the IXPs, 33% of the peers and 40% of the peerings.

Figure [6] gives for the different metrics the cumu-
lative distribution of all 167 peering-complex organi-
zations by their degree of underestimation. For ex-
ample, in terms of (geographic) coverage, we observe
that the main-AS view often provides a limited per-
spective of the (geographic) coverage of the correspond-
ing organization-level view—about one-third of all or-
ganizations are missing 20% of IXPs and cities (see
Figure 6(a)| and Figure W) Turning to peers, Fig-
ure|6(c) shows that the majority (144) of organizations
miss some peers and about one-third of organizations
miss more than 20% of the peers. These omissions can
lead to a false inference of an organization’s peering
strategy. Lastly, the underestimation is worst with re-
spect to peering links. Figure W shows that almost
all organizations are missing some peering links when
compared to the main AS view, with half of the organi-
zations missing more than 20%. The underestimation
of peering links can results in underestimates of the or-
ganizations’ IXP-specific connectivity fabrics.
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Figure 6: IXP Peering at Org-level vs. AS-level for peering-complex organizations.

7. CONCLUSIONS

This paper describes a new algorithm that automat-
ically yields AS-to-organization maps of the Internet.
We show these maps improve accuracy compared to cur-
rent maps, a result stemming from the use of company
subsidiary data contained in the annual U.S. SEC Form
10-K filings,

and better clustering methods, each steps that link
or separate previously incorrect clusters. We validate
our new AS-to-organization map against a “best-effort”
ground truth. Finally, we show that accounting for all
of an organizations ASes provides much better repre-
sentation of organization properties such as size, geo-
graphic footprint, and IXP peerings, compared to the
commonly-applied “main AS” views.

Our work provides a basis for gaining a deeper un-
derstanding of the business relationships that exist in
today’s Internet between the ASes of an organization
and between organizations. We expect these relation-
ships to continue to evolve with the Internet, particu-
larly as businesses become more heterogeneous and in-
terconnected (as ISPs distribute content, and content
providers deploy networks), increasing the relevance of
approaches that reveal these business relationships in
the Internet’s main players. We believe that these more
complete, organizational views will enable a more holis-
tic, and ideally more realistic, study of the impact of
real-world threats to the Internet, be they physical [3],
economic [29], or political [20].
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APPENDIX

A. DATASET DIFFERENCE BETWEEN MAIN

PAPER AND APPENDIX

The dataset used in Appendix and [Flis differ-
ent from the one used in the main body of this pa-
per. The two main differences are as follows. First, in
the old data used in this appendix, RIPE WHOIS data
is acquired in bulk directly from the provider and is
not fetched from the RIPE website. This bulk dataset
misses most of the details about contact information,
including phone numbers and e-mail addresses—these
are the very details we use to establish clustering in our
approach.

Second, in terms of the input data used for this ap-
pendix, 10-K links are not manually verified and pruned,
and include all 8,706 organizations; that is, not just
the manually verified 50 organizations described in Sec-
tion [3.2.3. We use allI0K to annotate this difference.

For example, input 4attr+all10K is different from 4attr+10K

in the sense that the former contains all 10-K links,
while the latter only contains verified and pruned ones.

Effect on training (Appendix [C) Our use of this
old dataset for training could potentially result in poor
weights. However, we claim that our training is rea-
sonable in spite of this risk. For one, although train-
ing is done with this bulk RIPE dataset, the WHOIS
datasets from the other four RIRs are the same in both
the current and old input. Moreover, the other four
RIRs provide full data, supporting discovery of reason-
able weights.

The old 10-K dataset also causes the inputs with 10-K
to underperform the ones without it (see Table[9), and
it was the motivation for our decision to improve the use
of 10-K information through a largely manual process.
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This difference between the two datasets means that
one should not compare results with and without 10-K
in Table[9; the 10-K data used there is not as accurate
as our downselected and manually verified 10-K data.
Our primary goal here is to provide enough details
about our training process to conclude that it is thor-
ough enough for the purpose at hand. Although the use
of old data here may alter the quantitative conclusions,
it does not affect the description of the training process.

Effect on validation results (Appendix|C) The two
changes to the old input data were done to improve
false-negative rates, so the newer data should produce
better results when compared to PCH. Thus we argue
that Table[10 is therefore a lower bound on the accuracy
of our approach.

Effect on multi-AS usage (Appendix[F) Because the
new 10-K data only covers 50 organizations, we do not
expect it will affect our classification results of multi-
AS usage (Figure [17) much. The additional data in
RIPE may change the shape of Figure[17, causing pre-
viously single-AS or small, multi-AS organizations to
be grouped into bigger, multi-AS organizations. Thus
our classification results should be considered as a pre-
liminary result and not a final conclusion.

B. ATTRIBUTE EXTRACTION AND STAN-
DARDIZATION IN DETAIL

In Section|3.1.2, we summarized how we selected and
normalized the AS attributes used for clustering. This
section gives more details, highlighting what aspects of
the process differ from our prior work [6].

Extract Raw Attributes: We extract raw attributes
from WHOIS, following chains of AS- to org- to contact-
record as necessary.

Canonicalize to Simple Attributes: Unlike OrgID
and contact IDs, phone and email attributes often con-
tain details that make similar records appear dissimilar.
For example, telephone numbers need to be amended
with country code and stripped of extensions. To canon-
icalize email records, we discard the user portion and
keep only the distinguishing, right-most part of the do-
main address. We identify that portion with a manually-
built list of more than 6k suffixes using longest-suffix
matching.

Discard Generic Attributes: A number of at-
tribute values are gemeric, shared by unrelated ASes.
Examples of generic attributes are public email ser-
vices like GMail and Hotmail. Used blindly, generic at-
tributes will link unrelated organizations into large, in-
correct clusters. In addition to public e-mail providers,
we identify eight generic OrglD attributes (for RIRs,
TANA, and NICs) and 120 contact IDs (for these, plus
tens of outsourcing companies and a few ISPs that man-
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age customer networks). In total, we discard 179 phone
numbers and 141 e-mail domains.

C. TRAINING IN DETAIL

In Section [3.1.3, we briefly described how we tuned
the weights for the different attribute types. In this sec-
tion, we give a more detailed description, describing our
training method in Section [C.1, and providing details
about our training results in Section[C.2l

C.1 Training Methodology

We first list the parameters to optimize (Section|C.1.1)
then set aside a training set of about 10,000 ASes (Sec-
tion [C.1.2), and finally define the objective function
that we attempt to optimize (Section|C.1.3) by relying
on a parallel hill climbing algorithm (Section C.1.4).

C.1.1 Parameters

We consider several parameters that greatly affect our
AS-to-organization mapping results and list them be-
low. Our focus here is to determine the best possible
weight vector w for these parameters to improve our
results.

First, how specific or general should attributes be?
We group attributes into either the 4attr or 66atir set.

Second, what data sources should we use? Besides
WHOQOIS data, we can choose either to use or omit the
10-K data.

Third, when should we merge clusters or leave them
distinct? We must determine a cutting threshold e for
hierarchical clustering; this threshold is used to decide
when a similarity score is too low to keep two clusters
together. As stated in Section[3.1.5] our similarity score
is proportional to sum of the weights. Thus, we first
define two fixed cutting thresholds, a conservative one
with ¢ = 0.01 and a more liberal one with ¢ = 0.001,
and then let the training algorithm walk through dif-
ferent weight vectors. After the best weight vector is
selected, we normalize it and adjust the cutting thresh-
old accordingly.

We consider each of the combinations of the four at-
tribute sets (4attr, 66attr, jattr+alll10K, 66attr+alll0K)
and two cutting thresholds (¢ = 0.01 and ¢ = 0.001) and
optimize weights accordingly.

C.1.2  Sample Dataset

We first need to select a training sample of ASes.
An ideal training set should be verifiable, representa-
tive and computable. Verifiable means that we have
sound ground truth to evaluate the clustering results in
order to guide training. Representative means that the
sample contains an appropriate subset of all ASes, so
both false positives and false negatives can be captured.
Computable means we can evaluate a training run rea-
sonably quickly on a commodity computer. Finding



that the memory requirement for clustering represents
the bottleneck for training, we adjust the size of the
training set accordingly.

However, there are two problems with obtain the
ideal training set. First, we have high-confidence ground
truth only for ten organizations (the Tier-1 ISP and the
nine organizations in Section [4.1). Thus, only results
for these ten organizations are verifiable with respect
to both false-positives and false-negatives. Second, clus-
tering is very memory- and CPU-intensive if the dataset
is large (memory o N2, time o N3 for N ASes in the
training dataset). Clustering with some 50K ASes re-
quires about 24GB memory and takes approximately 3
days on a large-memory computer. Due to limited ac-
cess to this hardware and timing limits imposed by the
large parameter space, we train only on a subset of the
data.

To this end, we created a training sample with 9710
ASes, selecting about one fifth of the whole AS popu-
lation. This size is small enough to make the analysis
tractable—one clustering based on one weight vector re-
quires about 1 GB of memory and takes about 20 min-
utes. One round of hill climbing walks through approxi-
mately 60 weight vectors before it converges. We run 32
rounds for each of the eight combinations of attribute
sets and cutting thresholds. Thus in total, the training
takes 20 minutes per case, with 60 x 32 x 8 = 15k cases,
or 213 days of compute time. We carry this work out
in parallel on 32 processors over about 7 days. To make
the training sample verifiable, we begin by seeding it
with all ASes known to be in the ten organizations (736
ASes in total). To make it representative, we then add
about 9K additional ASes of “noise” as described be-
low. We then train on this dataset to choose the best
clustering scheme and parameters.

We select our parameters based on training with a
purposefully-chosen subset of ASes. We considered two
approaches to choose “noise” ASes to fill out the train-
ing set: select them randomly from all ASes, or select
them preferentially in the sense of being close to, but
not in, the ten organizations. We say an AS is close to
the ten organizations if this AS is likely to be clustered
with them under a general attribute set and a very low
cutting threshold. In the case of preferential selection,
we select all ASes that cluster with the ten organiza-
tions under the fattr+all10K attribute set with 0.0001
cutting threshold. This preferential approach biases the
noise to make training more difficult, mainly because it
is easy to accidentally cluster nearby ASes with known
organizations. In Section |C.2.1] we confirm that our
biased noise produces more accurate parameters com-
pared to using a purely random selection.

C.1.3 Objective Function

Here we define the objective function f(w) used in
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Section to judge what value for w best reflects
clustering quality. A simple function would sum false-
positives and false-negatives for the ten organizations,
but we found this approach to be very sensitive to out-
liers. To avoid this problem, we instead sum the quar-
tiles of false-positives and false-negatives. Let fpqy,
fpge, and fpgs be the first, second and third quartiles
of false-positive rates validated by the ten organiza-
tions, and fngy, fnge, and fngs be the false-negative
rate quartiles (see Equation (2) in Section[4.2]for false-
positive/negative rate definition). The objective func-
tion is then defined as

3
F) =" foo, + o,

i=1

and leverages the false-positive and false-negative rates
for comprehensiveness of our objective and also discards
outliers by using representative quartiles. Based on this
definition, a lower f(w) means better w, and thus the
goal of the hill climbing algorithm is to minimize f(w).

C.1.4 Algorithm: Parallel Hill Climbing

The algorithm we chose is parallel hill climbing. The
basic hill climbing algorithm starts from a random w-
value, iteratively tries to find a better one by changing
one element of it and judging if the new one produces
a better clustering result. The algorithm iterates until
it reaches a local optimum where no improvements can
be found around the final 1, even after an exhaustively
search of nearby configurations.

Basic hill climbing is fast at finding a local optimum,
but it cannot determine if that point is a global opti-
mum. To increase the chances of finding a global opti-
mum, we use parallel hill climbing which starts from
multiple random w-values. Provided it iterates long
enough, parallel hill climbing finds local optima with
high probability. With enough initial positions, paral-
lel hill climbing will find a good global value with high
probability, provided the parameter space is relatively
smooth. As illustrated in Figure(8] this assumption ap-
pears to hold in our case.

We run 32 parallel hill climbing processes for each
of the eight combinations of attribute set and cutting
threshold. Table [9 shows the number of different w-
values examined in the training space for each combi-
nation in parenthesis. Each initial value searches a path
through space until reaching a local optimum. With 32
rounds of searching, parallel hill climbing typically ex-
plore 1 to 2k weight vectors. Although our random
walks cover less than 1% of the training space, as Fig-
ure [7] shows, the best (lowest) scores for all eight at-
tribute/threshold combinations converge fairly quickly,
usually after 9 rounds. Thus, we argue that 32 rounds
are sufficient to find a local optimum and to determine
a set of “good” parameters.
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Figure 7: Converging training results with par-
allel hill climbing.

Cutting Threshold

0.01 0.001
_ dattr 44.5 (1.5k) 45.0(2.2k)
£ dattr+alllOK | 455 (1.1k) 47.0 (1.0k)
= 66attr 95.0 (2.5k)  75.5 (2.5k)
66attr+alllOK | 65.5(2.2k) 63.0 (2.2k)
Table 9: Summary of training results. Best

score: 44.5. Numbers of weight vectors exam-
ined are in parenthesis.

C.2 Details of Training Results

In this section, we first present the best parameters
we found and then discuss how different parameters af-
fect the results.

C.2.1 Best parameters

Table[9 gives a summary of our training results. The
best attribute set/threshold combination is 4attr+0.01
with score 44.5; the combination 4attr+0.001 has a very
similar score, indicating that the result is not very sen-
sitive to the value of the cutting threshold. The cor-
responding weight vector is given by w={3, 0.4, 0.4,
0.2}, and if we normalize so the sum of the weights is
1, then w={0.75, 0.1, 0.1, 0.05}, with e = 0.0025. Ei-
ther way, this solution quantifies the importance of the
different attribute types. It emphasizes the importance
of OrgID, and downplays contact ID, phone and email.
This result confirms our expectation that while OrgID
is very informative for the purpose of clustering, email
is much less useful. Since OrglDs are intended for com-
mon administrative management, they are unlikely to
cause false-positives; on the other hand, since contact
information can be registered by outsourcing third par-
ties, they can easily introduce false-positives.

To verify that our method of training dataset se-
lection is appropriate, we also trained using a purely
random selection of 9K noise ASes. While the best
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Figure 8: Parallel Hill Climbing with attribute
set 4attr+all10K and cutting threshold 0.01.
company subsidiary information (10k) is always
shown on the y axis.

score resulting from training with this input data is bet-
ter than that resulting from training with preferential
noise (34.5 instead of 44.5), the resulting weights (up =
{0.4,0.28,0.24,0.08}) and threshold (¢ = 0.0004) per-
form much worse when applied to the whole dataset,
scoring 86.5 compared to 49.5 with preferentially-derived
parameters. This result confirms that our biased, more
challenging training dataset improves overall accuracy
by finding more effective weights.

C.2.2 Parameter discussion

In this section, we discuss several factors affecting our
training results and understand why other parameters
are not preferred.

Attribute generalization Attribute/threshold com-
binations with 66 attribute types perform much worse
than the ones with four attribute types. This is be-
cause dividing a general attribute type into many spe-
cific sub-types may break clustering links and thus may
lead to higher false-negative rates. With the 4attr (or
dattr+alll0K) set, administrative contact email Qex-
ample.com (belongs to AS1) and technical contact email
@example.com (belongs to AS2) are of the same type
(both belong to email type), thus they will be compared
with each other. Since these two emails are of the same
value, AS1 and AS2 will be linked together. However,
with the 66attr (or 66attr+alllOK) set, administrative
email and technical email are of different types. As
mentioned in Section[3.1.4] different types of attributes
are orthogonal, thus they will not be compared and AS1
and AS2 will not be linked.

Attribute weights Although we chose a best value for
the weight vector @ in Section|C.2.1] we see the training
space is fairly flat. Figurel8 visualizes the training space
for attribute set Jattr+all10K. As can be seen, the score



is not very sensitive to the weight changes. Instead, it
is more sensitive to the selection of different number of
attribute types as shown in Table[9.

D. MANUAL VERIFICATION AND PRUN-
ING IN DETAIL

In Section[3.2.3lwe briefly discussed how we manually
verified and used 10-K links for some 50 purposefully
selected organizations. In this section, we present more
details about this process.

We select 50 organizations (about 0.6% of the 8,706
organizations) intentionally to favor those that are rel-
evant in the real world and are important to the Inter-

net’s ecosystem. In particular, we select 38 large, computer-

related organizations from the 2011 Fortune 500 list and
add 12 large ISPs that are not included in that list. In
terms of Fortune 500 companies, we included all or-
ganizations (38 in total) in the following six Internet-
related industries: telecommunications (e.g., Verizon,
Sprint), Internet services (Amazon, Google), computers
(Hewlett-Packard, Apple), software (Microsoft, Oracle),
IT services (IBM, Computer Sciences Corporation), and
communication equipment (Cisco). We then added 12
organizations that are not on the Fortune 500 list but
are important players in the Internet, including large
Tier-1 and Tier-2 ISPs such as Level 3 and Cogent.
The complete list of these 50 organizations is:

1. Telecommunication (14 companies): AT&T, Ca-
blevision, Charter Communications, Comcast, Di-
recTV, DISH Network, Liberty Global, NII Hold-
ings and Telephone & Data Systems, Qwest, Sprint,
Time Warner Cable, Verizon, and Virgin Media,.

2. Internet service (5 companies): Amazon, eBay, Google,

Liberty Media, and Yahoo.

3. Computer (5 companies): Apple Inc., Dell Inc.,
Hewlett-Packard, Pitney Bowes, and Xerox.

4. Software (3 companies): Microsoft, Oracle, and
Symantec.

5. IT service (5 companies): AimNet Solutions, Cog-
nizant, Computer Sciences Corporation, IBM, and
SAIC Inc.

6. Communication equipment (6 companies): Avaya,
Cisco, Corning Inc., Harris Corporation, Motorola,
and Qualcomm.

7. Other (12 companies): Akamai, Citigroup, Cogent,
Equinix, Gannett, Internap, Limelight, Savvis, Sun-
Gard, VeriSign, Vonage, and XO Communications.

Of the 1817 links that the automated clustering pro-
duced for these 50 organizations, we verified and kept
1226 links, dropping 591. To verify the correctness
of a link, we manually compared the AS name with
the subsidiary name, using additional information from
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WHOIS and public web pages where available. For ex-
ample, we verified and kept the link between AS36561
(YouTube, Inc.) and Google’s subsidiary (YouTube,
LLC), because AS36561 registered with the same ad-
dress as Google, and has contacts with e-mail domain
google.com and youtube.com. In contrast, we elimi-
nated the link between AS4616 (Information Technol-
ogy Services) and Google’s subsidiary (Google Informa-
tion Technology Services LLC'), because AS4616 actu-
ally belongs to Hong Kong Polytechnic University ac-
cording to its WHOIS record.

E. VALIDATION WITH BROADER COVER-
AGE (PCH)

In this section, we use PCH’s manually generated AS-
to-organization map (alluded to in Section[2) to validate
our work with a dataset that provider broader cover-
age than our carefully chosen validation datasets. We
evaluate this related work and demonstrate its incom-
pleteness (Section [E.2). Although incomplete, we use
it to test our clustering algorithms for false-negatives
(Section [E.3), and present the results in Section [E.4.

E.1 Validation Dataset

The PCH dataset (referred as T}y, ) is a database that
relies on wvoluntary contributions from network opera-
tions personnel in many different organizations and is
maintained by PCH to facilitate communication among
the different players interested in a smooth function-
ing of the Internet. Compared to our other valida-
tion datasets, T}, covers many more organizations (960
in PCH, compared to a total of 110 organizations in
our other datasets). Especially, T}, is more diverse
in terms of organization sampling (similar as Tygndali)s
mainly because it covers many “small” organizations
with fewer ASes (mean cluster size is only 2). We
also expect it to be more unbiased than, for example,
Tmndtop'

The PCH data is a table with three columns: AS,
shortorg and longorg. Longorg and shortorg are full
and abbreviated names of the organization to which
the AS is assigned; e.g., “Internet Systems Consortium,
Inc.” and “ISC”. There is no strict format for short-
org and longorg, and not every AS has both shortorg
and longorg. Longorgs are 20 times more frequent than
shortorgs, however they are usually verbose and contain
details that make string matching hard.

Because longorgs make clustering difficult, we iden-
tify AS clusters in T, by shortorg. ASes with the
same shortorg are clustered together and identified as
belonging to one and the same organization. As Table[2
shows, this process results in about 2K ASes grouped
into 960 clusters.

Although PCH data covers many more organizations
than our other validation sets, it covers fewer ASes for



each organization, and these ASes may fall into different
shortorg clusters (see Section [E.2). This drawback of
PCH data poses challenges for our validation efforts.
In particular, we cannot validate false-positives because
the ground truth itself is incomplete.

E.2 Evaluation of PCH Dataset with Strong
Ground Truth

Because the PCH dataset is the result of a largely
voluntary effort, we expect that it will be less complete
than the datasets we have built ourselves. Therefore,
we first evaluate the completeness of the PCH dataset
before using it to judge the accuracy of our clustering
algorithm.

To assess the quality of PCH dataset, we compare it
with Tyier; and T9org. We use three different validation
metrics to achieve three different objectives: gain some
intuition, obtain error bounds, and calculate correction
factors.

We first use the same validation metric described in
Section [4.2 (Figure [9a). This definition is the most in-
tuitive one, and it allows us to compare PCH’s data
quality with our results. For any given ground truth
AS cluster Cy in Tyiery or Toorg, we select the cluster
C1 in T, that has the largest overlap with Cp, and
then compare them (Figure[9a). However, this method
only gives us an approximate assessment of PCH’s data
quality. For example, it ignores other clusters that over-
lap with Cj, thus misses both true-positive and false-
positive ASes in these clusters. We therefore use a sec-
ond definition to obtain some bounds on the errors.

The second approach considers not just the biggest
cluster, but selects all overlapping clusters (say, C; and
Cy in Figure[9 b). We then then take the union of all
these overlapping clusters and compare the resulting
cluster with the ground truth cluster. Givene that this
approach covers all clusters, it provides a lower bound
for missing ASes (false-negatives) and an upper bound
for wrong assertions (false-positives).

Later in Section[E.3, we add a third definition to eval-
uate the PCH data. The purpose of this evaluation is
not to assess the quality of PCH data, but rather to
obtain correction factors that can be applied when we
validate our results using PCH data as ground truth.
The need for this third metric arises from the incom-
pleteness of the PCH data.

Figure [10] shows the evaluation results for the PCH
data. Using the biggest and all metrics, we observe few
false-positives, but many false-negatives. Checking the
results for the biggest metric, only the the Tier-1 ISP
has a small false-positive rate, with all other organi-
zations, except for Comcast and Time Warner Cable,
missing more than 50% of the ASes. When compar-
ing these results with the ones in Figure[1] we see that
our clustering approach outperforms the clustering pro-

20

_ (1'fnp)Ppch + bPideaI -
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fn, =1

Ppch + (1'k)PideaI
=1 - [k(1-fnp)+b]

Figure 11: The adjusted false-negative rate.

vided by PCH.

The second definition, the (all) metric, produces an
upper bound for false-positives and A lower bound for
false-negatives. We see that except for Time Warner
Cable, all organizations have at most 3% false-positives.
The Time Warner Cable situation is caused by a sin-
gle AS with incorrect information in PCH that intro-
duces 15 false positives. As for a lower bound on false-
negatives, 6 organizations miss at least 90% of the ASes;
this confirms the incompleteness of PCH data.

We thus conclude that T}, is relatively correct but
incomplete. For the purpose of validating our clustering
results, we find that T}, is suitable for assessing false-
negatives; that is, if two ASes are in the same cluster
in Tjep,, then they should be in the same cluster in our
results.

E.3 Validation of Our Results with PCH

To validate our results with T}, we introduce a new
definition of false-negative rate fn, to address PCH’s
incompleteness. Note that since the PCH data is in-
complete, we do not validate the false-positive rate with
Tyep for our results.

The challenge that the PCH data poses is how to
relate AS clusters to organizations. In the cases of Ty;er1
and Tgorg, each AS cluster is associated with exactly one
organization. However, due to PCH’s incompleteness,
one organization can have multiple AS clusters. Which
cluster should we choose to compare with the one in
our result? Furthermore, how do we identify multiple
AS clusters that belong to the same organization in the
first place?

This challenge makes it hard to calculate errors for
each organization as we did with Tyer; and Toorg. In-
stead, we compute a single false-negative rate for all
clusters. To compute this single rate, we introduce the
pair metric that counts AS pair links rather than ASes
(see Figure (9] ¢)). In contrast with the previous two
metrics, only this new metric can capture the cluster-
ing results when aggregated into a single rate.

To formally define this single false-negative rate, con-
sider all AS pairs, z and y, and set
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Ppen, := ASes(z,y) such that
079 peh (T) = 07 pep, (Y),
019 peh (%) € Tpen
and
Pours = ASes(z,y) such that

)
079 ours (x) = 079 ours (y),
079 ours (x) € ROUTS

where 019,04, () and 0rg,,,s(x) are the corresponding
organizations of AS z in PCH and in our results, re-
spectively. We define the relative false-negative rate of
our results compared with the PCH data as

- |Ppch N Pour8|

fn, =1
P |Ppch|

This relative rate fn, only tells us how well we did
compared with the PCH data (but not compared to
the ideal ground truth). To account for this effect, we
introduce two correction factors k and b to obtain an
approximate estimation of the absolute false-negative
rate. Figure [11] illustrates the correction process. We
first obtain the relative false-negative rate (fn,,) by com-
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Pigeal
Piiert P 9org
fn, 29%
fn; 64%* 44%*
k 30% 15%
b 15% 45%
1—k 67% 41%

Table 10: Validation results by PCH

paring our results with PCH data. We then compute
(i) how much of the “ideal ground truth” PCH covers
(k), and (ii) how much of the ideal ground truth PCH
misses but our results cover (b). Finally we calculate
the corrected false-negative rate ( fn;) using the equa-
tion shown in the graph. The corrected false-negative
rate takes PCH’s incompleteness into consideration by
re-weighting the relative rate (multiplication by k) and
amending the missing portion (addition of b).

However, since we do not have the “ideal ground
truth”, we approximate it using either Pyer; or Pgorg.
We caution that this approximation may introduce er-
Tors.

E.4 Validation Results



Table [10] shows the relative and the corrected false-
negative rates of our results for the PCH data. We
missed 29% of the AS pairs in PCH. If corrected by
either Pyery or Pgorg, the false-negative rates increase
to 64% or 44%. Note that 1 — £’ is actually the rel-
ative false-negative rate of our results compared with
the ideal ground truth (see Figure [I1). Since we use
Pier1 or Pgorg to approximate the ideal ground truth,
1 — k' shows how many AS pairs we missed for our 10
organizations. We see that the corrected false-negative
rates are consistent with the validation results for either
Ttiers or Tgorg

In summary, we conclude that our clustering results
are consistently more accurate when compared to a much
broader set of ground truth.

F. PERSISTENCE OF MULTI-AS USAGE

In Section [5.2] we briefly examined why organiza-
tions use multiple ASes, classifying causes into being
either transient or persistent in nature. In this section
we look at these causes in more detail. We first de-
velop a method to classify organizations to understand
transient and persistent AS use (Section[F.1). We then
give two examples to illustrate our classification method
(Section [F.2) and subsequently verify the practicality
and correctness of our method (Section F.3). Lastly,
we apply our classification to all organizations identi-
fied by our AS-to-org mapping effort and demonstrate
the prevalence and persistence of multi-AS usage (Sec-
tion .

F.1 Evolution of multi-AS usage

While our analysis of the current Internet ecosystem
shows that many ASes are part of multi-AS organiza-
tions, we wish to understand if this finding is an artifact
of today’s Internet, or if multi-AS usage is growing or
shrinking. To this end, we examine the per-organization
changes of ASes active in routing tables over time.

We evaluate the importance of an AS by counting
the number of addresses it originates. A persistent AS
will be the origin of prefixes for years, while a transient
AS’s announcements will eventually vanish. We mea-
sure how many important ASes an organization has by
counting the number of ASes that announce 100% and
80% of the addresses for each organization (denoted by
n,, where p € 100,80), and examine the trend of this
number. A constant number indicates persistent usage,
while a changing number may indicate transient usage,
except for possible “noise” that first needs to be quan-
tified. Based on observed trends in these numbers, we
classify organizations into four categories: inconsistent,
constant, consolidating, diversifying. We also bound
the number of organizations that will keep using multi-
ple ASes. The method takes the following steps.

First, to establish a base to compare with historical
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snapshots, we obtain a current address set A for each or-
ganization. We match all IPv4 addresses to ASes based
on the current (i.e., 2011-09-01) global routing table
snapshot. Then, based on our AS-to-Org mapping re-
sults, we group ASes belonging to the same organization
and their addresses and thus obtain the address set A
for each organization.

Second, for each organization with address set A, we
count n, for each historical snapshot. In particular,
we obtain a snapshot of the global routing tables from
Route Views every month from 2001 to 2011, and cal-
culate n), for all snapshots.

Third, we use a simple heuristic to quantify and clas-
sify the trend of n,. Specifically, we use simple linear
regression and fit observations over a recent period with
a linear model 7,(¢) = Bi + «, for each observation i in
the last A months. Small slopes indicate steady n, im-
plying a near constant number of ASes. A moderate or
large positive § indicates growth in the number of key
ASes used; that is, a diversifying organization. A mod-
erate or large negative slope indicates reduction or con-
solidation in multi-AS use. We estimate the strength of
our estimation by summing the residuals:

M

D (Ap(i) = mp(0)),

i=1

where M — 2 denotes the degrees of freedom [37]. We
consider the trend to be inconsistent if ¢ > ¢; and
large changes are bounded by a constant ;. We set
€0 = 1 (i.e., the fluctuation is limited in 1 AS) and
Bo = 0.1 (i.e., constant usage means less than 1 AS
growth /reduction every 10 years). Replacing this sim-
ple heuristic with a more rigorous trend analysis is part
of our future work.

1
M —2

€ =

F.2 Case studies of multi-AS usage

To illustrate how these metrics reflect real-world poli-
cies, Figure [12 shows the results of our classification
heuristic for two organizations: Google and Comcast.

Both organizations show a number of moribund ASes.
The height of each graph is scaled to the number of
ASes we discover in the WHOIS data, and the black
n100 line shows the number of ASes that are routed.
The difference shows that each organization has about
one-third unrouted ASes (as of 2011-09-01: Google has
8 moribund ASes, or 36%; Comcast, 13, or 27%).

We next describe our classification scheme applied to
Google and Comcast. We focus on the past M = 24
months (from 2009 to 2011). The trend in multi-AS us-
age is visualized by the slope of the upper (lower) short
light line 71199 (72gp). As the graph shows, Google ex-
hibits an declining slope (negative beta) when using all
routed ASes (n1gp), but a flat slope (small |3]) when
using only the core ASes (ngp). This suggests that the
core ASes are fairly stable, while smaller and less impor-
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Figure 12: The number of ASes (n,,where p €
100,80) of Google/Comcast that announce p%
fraction of its addresses, with linear regression
7, computed over 24 months. The AS scale ex-
tends to how many ASes Google/Comcast has
as of 2011-09-01.

tant ASes are being phased out over time. In the case of
Comcast, we observe a diversifying trend with respect
to all ASes and a consolidating trend with respect to
its core ASes for the past two years. Although clas-
sified as consolidating, the changes for Comcast’s core
ASes are very small (from 6 to 4), suggesting a stable
core. The difference between our classification result
and the real-world AS usage by Comcast indicates that
our classification method may be sensitive to threshold
selection.

To evaluate the stability of these trends (consistent
and inconsistent), ¢ measures the error against these
regressions and is visualized by the deviation of the top
dark line mygp from the short light line 71199 (or the
deviation of the bottom filled curve ngy from the short
light line ngg). As Figure[12]shows, neither Google nor
Comcast has a significant deviation from the regression
line, and thus both are considered as being consistent
for the past M = 24 months. However, the industry is
changing rapidly: if we extend our study back to 2005
(M = 72), then none of them is consistent on njg.

Policies in other organizations: To broaden the
above examples of policies that affect multi-AS usage,
we next briefly summarize our inferences about AS poli-
cies for six other organizations.

We see stable, policy-based ASes in the core (ngo ASes)
of many organizations. For example, Figure [2 shows
historical routability of all ASes that are part of Google
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as of 2011-09-01. ASes are stacked by AS number, with
horizontal bars indicating the time periods when ASes
are routed, and with darker bars indicating member-
ship in ngg. Two ASes have been announcing 80%
of Google’s addresses for one year, Google’s main AS
(AS15169, AS index: 1) and AS36492 (AS index: 2),
designated for WiFi, suggesting a stable routing policy.
We see similar patterns for three other large organiza-
tions: Figure [13] shows the cores of Verizon (with two
geographic one wireless and one access AS), Figure [14
shows Time-Warner Cable (with 6 geographic ASes),
and Figure [15 shows China Mobile (with 7 geographic
ASes, plus IPv6 and backup core).

Frequently, transient multi-AS usage is the result of
acquisitions followed by AS consolidation. Continuing
with the Google example, in late 2006, Google acquired
Youtube (AS36561, AS Index: 16 in Figure(2); the num-
ber of addresses announced by this AS have been de-
creasing since then. In fact, this AS was slowly demoted
and then disappeared completely from BGP in April
2011. This suggests that, over time, Google consoli-
dated this service into their core infrastructure. We see
similar results for Verizon (see Figure [13) which con-
solidated ASes from MCI (AS703, AS705, AS3378), an
ISP acquired in 2005.

Consolidation also happens when there is a business
strategy change. For example, we see geographic consol-
idation in Time Warner Cable caused by an agreement
with Comcast in late 2006 [11]. This agreement ex-
changed subscribers between Time Warner Cable and
Comcast to consolidate key regions; it is the likely cause
for the death of AS11707, AS13343, AS10311, AS10994,
and AS8052 (see Figure[14). These ASes covered areas
in Florida, Tennessee and Oregon where Time Warner
Cable does not have presence now [5].

Lastly, we found one case where routing policy deci-
sions promote AS diversification: ISC. Although only
one AS announces most of ISC’s addresses (AS1280 in
Figure [16), we see ISC is using more and more ASes
since 2003. Examining these new ASes, we see that
each announces a single /24 address block. This policy
is consistent with the choice to associate a unique AS
with each physical anycast location [18] and with ISC’s
operation of the anycasted F-root DNS server. This
example illustrates how policy can imply usage of an
increasing number of ASes per organization over time,
suggesting that this type of multi-AS usage is likely to
stay.

We also examined the remaining organizations in our
10 organization list and found very similar behaviors to
those shown in Figures [2,[13][14] [15/and [16]

F.3 Ruling out Churn

While we use n,, to classify organizational use of ASes,
this metric focuses only on active ASes. Such a focus
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could be misleading for organizations that have both
growth and reduction in AS usage between two consec-
utive observations. The churn caused by the simultane-
ous addition of N ASes and removal of N ASes is not
captured by the n, metric.

To bound the error introduced by AS churn, we mea-
sure how often there is an offset in n,,. Since n, is mea-
sured every month, the corresponding offset is given by
difference between the number of newly observed ASes
and the number of removed ASes in each month. Our
examination shows that offsets are rare and small and
thus can be ignored. Among 4,388 multi-AS organiza-
tions, 3,948 (90%) do not have any offsets at all for all
observation intervals. Among the remaining 10% or-
ganizations, 423 (9.6%) organizations only have offsets
for less than 5% observation intervals, and all offsets are
limited in size by 1.

F.4 How persistent is multi-AS usage?

Based on the understanding we gained from these
case studies, we next look at all organizations identi-
fied by our AS-to-org mapping and present some over-
all statistics and classification results. Our goal is to
answer the following question: Are organizations con-
solidating or diversifying their use of ASes over time?
In other words: Are multi-AS organizations here to stay
or are they going away?

We use regression over different durations to see if or-
ganizations are consolidating their use of ASes or not.
To do this analysis, we begin by selecting all multi-AS
organizations. Then for each such multi-AS organiza-
tion, we perform linear regression on either all of their
routed ASes (n19p) or on the top ASes that announce
80% of their addresses (ngg). We then classify our fit
to show AS consolidation, constant use, diversification,
or inconsistent trends.

Figure [17 shows these classifications based on time
periods from 2001 to 2010 and ending with 2011-09-
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Figure 17: Classification results of multi-AS us-
age over all multi-AS organizations, based on
regression of n, starting from different years.

01. Solid bars show classification results based on nigg
while dashed bars are for ngg. Solid lines (for n19p) and
dashed lines (for ngg) are used to trace the classification
boundaries for clarity. At the top of the figure, we shows
the absolute total number of organizations that exist at
the start of the different regression periods, while the
left y axis shows the relative percentage of organizations
classified into each category.

Our first observation is that multi-AS use is not going
away: with a two-year regression based on niqg, around
93% organizations are using the same or more ASes.
This trend is the same and extends over longer periods
if we use ngg.

Second, we observe that relatively few organizations
are consolidating their AS use over all durations we an-
alyze. While the case studies of our ten organizations
show definitive signs of consolidation (3 of 10 are con-
solidating, and 3 more are inconsistent), when looking
across all organizations, we see at most 6% of them are
consolidating (for two-year regression based on nigg),



with even fewer over all other periods. This difference
shows that our selection of the ten organizations is not
representative of the Internet as a whole — we chose
those ten organizations because of their prominence,
large size, and use of many ASes. The vast majority
of the multi-AS organizations in the Internet are much
smaller, with single-digit numbers of ASes. Big com-
panies typically engage in more acquisitions and merg-
ers and tend to expend more efforts consolidating post-
merger.

A third finding is that organizations are much more
consistent and constant if we only focus on the top
ASes (ngp). In fact, we hardly see any inconsistent
organizations (top dashed bars), and the percentages
of constant organizations far exceed the ones based on
nypo (compare the dashed line above label “Diversify-
ing” and the solid line above label “Constant”). How-
ever, the percentage of consolidating organizations is
roughly constant, irrespective of whether we consider all
routed ASes or only the top or core ASes. This finding
suggests that most consolidations happen in the “core”
ASes, while most diversifications occur for the non-core
ASes. Presumably, organizations prefer to keep their
core small and simple for the ease of management, while
they rely on non-core ASes to implement miscellaneous
policies.

As the length of regression period (the number of
years to look back) decreases, the total number of or-
ganizations is increasing (from 1,980 in year 2001 to
4,358 in year 2010), with about 264 new organizations
appearing each year. This result reflects the overall
growth of the Internet in terms of number and types of
Internet-related companies. However, the relative rate
of diversification and consolidation appears to have not
changed much during these last 10 years. Finally, as
expected, with a longer regression period, the number
of inconsistent organizations increases — in a dynamic
industry, policy changes are frequent.

We thus conclude that the prevalence of multi-AS us-
age by organizations is persistent and likely to continue
in the future.
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