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Abst r act

Thi s docunent outlines possible TCP enhancenents that may allow TCP
to better utilize the avail able bandw dth provided by networks
containing satellite links. The algorithms and nechani sns outlined
have not been judged to be mature enough to be recommended by the

| ETF. The goal of this docunment is to educate researchers as to the
current work and progress being done in TCP research related to
satellite networks.
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1 I ntroduction

Thi s docunent outlines mechani snms that may hel p the Transm ssion
Control Protocol (TCP) [Pos81] better utilize the bandw dth provided
by | ong-delay satellite environnents. These nechani sns may al so hel p
in other environments or for other protocols. The proposals outlined
in this docunent are currently being studied throughout the research
community. Therefore, these nmechani sns are not mature enough to be
recomended for w de-spread use by the IETF. However, sone of these
mechani sns may be safely used today. It is hoped that this docunent
will stinulate further study into the described nmechanisns. |If, at
some point, the nechanisns discussed in this neno prove to be safe
and appropriate to be recommended for general use, the appropriate
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| ETF docunents will be witten.

It should be noted that non-TCP nechani sns that hel p perfornmance over
satellite links do exist (e.g., application-Ilevel changes, queueing
disciplines, etc.). However, outlining these non-TCP nitigations is
beyond the scope of this docunment and therefore is left as future
work. Additionally, there are a nunber of mitigations to TCP' s
performance probl ens that involve very active intervention by

gat eways al ong the end-to-end path fromthe sender to the receiver
Docunenting the pros and cons of such solutions is also left as
future work.

2 Satellite Architectures

Specific characteristics of satellite |inks and the inpact these
characteristics have on TCP are presented in RFC 2488 [AGS99]. This
section discusses several possible topol ogies where satellite links
may be integrated into the global Internet. The nitigation outlined
in section 3 will include a discussion of which environnent the
mechani smis expected to benefit.

2.1 Asymmetric Satellite Networks

Sone satellite networks exhibit a bandwi dth asymmetry, a |l arger data
rate in one direction than the reverse direction, because of limts
on the transni ssion power and the antenna size at one end of the
link. Meanwhile, sone other satellite systens are unidirectional and
use a non-satellite return path (such as a dialup nodemlink). The
nature of nost TCP traffic is asymetric with data flowing in one
direction and acknow edgrments in opposite direction. However, the
termasymetric in this docunment refers to different physica
capacities in the forward and return links. Asymretry has been shown
to be a problem for TCP [ BPK97, BPK98] .

2.2 Satellite Link as Last Hop

Satellite links that provide service directly to end users, as
opposed to satellite links located in the mddle of a network, may
al l ow for specialized design of protocols used over the |ast hop
Sone satellite providers use the satellite link as a shared high
speed downlink to users with a | ower speed, non-shared terrestrial
link that is used as a return link for requests and acknow edgnents.
Many times this creates an asymmetric network, as di scussed above.
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2.3 Hybrid Satellite Networks

In the nore general case, satellite links nay be |ocated at any point

in the network topology. 1In this case, the satellite link acts as
just another link between two gateways. In this environment, a given
connection may be sent over terrestrial links (including terrestria

wireless), as well as satellite links. On the other hand, a
connection could also travel over only the terrestrial network or
only over the satellite portion of the network

2.4 Point-to-Point Satellite Networks

In point-to-point satellite networks, the only hop in the network is
over the satellite link. This pure satellite environnent exhibits
only the problens associated with the satellite links, as outlined in
[AGS99]. Since this is a private network, sone mitigations that are
not appropriate for shared networks can be consi dered.

2.5 Multiple Satellite Hops

In sone situations, network traffic may traverse nultiple satellite
hops between the source and the destination. Such an environment
aggravates the satellite characteristics described in [ AGS99].

3 Mtigations

The followi ng sections will discuss various techniques for nmitigating
the problens TCP faces in the satellite environnent. Each of the
followi ng sections will be organized as follows: First, each
mtigation will be briefly outlined. Next, research work involving
the mechani smin question will be briefly discussed. Next the

i npl enent ati on i ssues of the mechanismw ||l be presented (including
whet her or not the particular nechani smpresents any dangers to
shared networks). Then a discussion of the nmechanisns potenti al
with regard to the topol ogies outlined above is given. Finally, the
rel ati onshi ps and possible interactions with other TCP nechani sns are
outlined. The reader is expected to be fanmliar with the TCP
term nol ogy used in [ AGS99].

3.1 TCP For Transactions

3.1.1 Mtigation Description
TCP uses a three-way handshake to setup a connection between two
hosts [Pos81]. This connection setup requires 1-1.5 round-trip tines
(RTTs), dependi ng upon whet her the data sender started the connection

actively or passively. This startup tinme can be elininated by using
TCP extensions for transactions (T/TCP) [Bra94]. After the first
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connection between a pair of hosts is established, T/TCP is able to
bypass the three-way handshake, allowi ng the data sender to begin
transmitting data in the first segnent sent (along with the SYN).
This is especially hel pful for short request/response traffic, as it
saves a potentially |ong setup phase when no useful data is being
transmtted.

3.1. 2 Research
T/ TCP is outlined and analyzed in [Bra92, Bra94].
3.1.3 Inplenentation |ssues

T/ TCP requires changes in the TCP stacks of both the data sender and
the data receiver. Wile T/TCP is safe to inplenent in shared
networ ks froma congestion control perspective, several security

i mplications of sending data in the first data segment have been
identified [ddKI99].

3. 1.4 Topol ogy Consi derations

It is expected that T/TCP will be equally beneficial in al
environnents outlined in section 2.

3.1.5 Possible Interaction and Rel ati onships with O her Research

T/ TCP allows data transfer to start nore rapidly, nmuch |like using a
larger initial congestion window (see section 3.2.1), delayed ACKs
after slow start (section 3.2.3) or byte counting (section 3.2.2).

3.2 Slow Start

The slow start algorithmis used to gradually increase the size of
TCP' s congestion wi ndow (cwnd) [Jac88, Ste97, APS99]. The algorithmis
an inportant safe-guard against transmitting an i nappropriate anmount
of data into the network when the connection starts up. However,

sl ow start can al so waste avail abl e network capacity, especially in

| ong-del ay networks [All 97a, Hay97]. Slow start is particularly
inefficient for transfers that are short conpared to the

del ay*bandwi dth product of the network (e.g., WMWVtransfers).

Del ayed ACKs are another source of wasted capacity during the slow
start phase. RFC 1122 [Bra89] suggests data receivers refrain from
ACKi ng every incom ng data segnment. However, every second full-sized
segnment should be ACKed. |If a second full-sized segnent does not
arrive within a given tinmeout, an ACK nust be generated (this tineout
cannot exceed 500 ns). Since the data sender increases the size of
cwnd based on the nunber of arriving ACKs, reducing the nunber of
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ACKs slows the cwnd growth rate. 1In addition, when TCP starts
sending, it sends 1 segnment. \en using del ayed ACKs a second
segnment nust arrive before an ACK is sent. Therefore, the receiver
is always forced to wait for the delayed ACK tinmer to expire before
ACKing the first segnment, which also increases the transfer tine.

Several proposal s have suggested ways to nake slow start less tine
consum ng. These proposals are briefly outlined bel ow and references
to the research work given

3.2.1 Larger Initial Wndow
3.2.1.1 Mtigation Description

One nethod that will reduce the anbunt of time required by slow start
(and therefore, the anmbunt of wasted capacity) is to increase the
initial value of cwnd. An experinmental TCP extension outlined in
[AFP98] allows the initial size of cwnd to be increased froml
segnment to that given in equation (1).

mn (4*MBS, max (2*MBS, 4380 bytes)) (1)

By increasing the initial value of cwnd, nore packets are sent during
the first RTT of data transnission, which will trigger nore ACKs,

all owi ng the congestion wi ndow to open nore rapidly. 1In addition, by
sending at least 2 segnents initially, the first segnment does not
need to wait for the delayed ACK timer to expire as is the case when
the initial size of cwnd is 1 segnent (as discussed above).

Therefore, the value of cwnd given in equation 1 saves up to 3 RTTs
and a delayed ACK tineout when conpared to an initial cwnd of 1
segnent .

Al so, we note that RFC 2581 [APS99], a standards-track docunent,
allows a TCP to use an initial cwnd of up to 2 segnents. This change
is highly recormended for satellite networks.

3.2.1.2 Research

Several researchers have studied the use of a larger initial w ndow
in various environnents. [N c97] and [ KAGT98] show a reduction in
WAV page transfer tinme over hybrid fiber coax (HFC) and satellite
links respectively. Furthernore, it has been shown that using an
initial cwnd of 4 segnments does not negatively inpact overal
performance over dialup nodemlinks with a small nunber of buffers

[ SP98]. [AHM8] shows an inprovenent in transfer tine for 16 KB
files across the Internet and dial up nodem | i nks when using a |arger
initial value for cwd. However, a slight increase in dropped
segnents was also shown. Finally, [PN98] shows inproved transfer
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time for WWtraffic in simulations with conmpeting traffic, in
addition to a small increase in the drop rate.

3.2.1.3 Inplenentation |ssues

The use of a larger initial cwnd val ue requires changes to the
sender’s TCP stack. Using an initial congestion wi ndow of 2 segnents
is allowed by RFC 2581 [APS99]. Using an initial congestion w ndow
of 3 or 4 segnents is not expected to present any danger of
congestion coll apse [ AFP98], however mmy degrade perfornmance in sone
net wor ks.

3.2.1.4 Topol ogy Considerations

It is expected that the use of a large initial w ndow would be
equal Iy beneficial to all network architectures outlined in section
2.

3.2.1.5 Possible Interaction and Rel ati onships with O her Research

Using a fixed larger initial congestion w ndow decreases the inpact
of a long RTT on transfer time (especially for short transfers) at
the cost of bursting data into a network with unknown conditions. A
mechani smthat mtigates bursts may nake the use of a larger initial
congestion wi ndow nore appropriate (e.g., limting the size of line-
rate bursts [FF96] or pacing the segnents in a burst [VHI7a]).

Al so, using delayed ACKs only after slow start (as outlined in
section 3.2.3) offers an alternative way to i nmediately ACK the first
segnent of a transfer and open the congestion wi ndow nore rapidly.
Finally, using some formof TCP state sharing anong a nunber of
connections (as discussed in 3.8) may provide an alternative to using
a fixed larger initial w ndow.

3.2.2 Byte Counting
3.2.2.1 Mtigation Description

As di scussed above, the wi de-spread use of delayed ACKs increases the
time needed by a TCP sender to increase the size of the congestion

wi ndow during slow start. This is especially harnful to flows
traversing |l ong-delay GEO satellite links. One nmechanismthat has
been suggested to nitigate the problenms caused by del ayed ACKs is the
use of "byte counting", rather than standard ACK counti ng

[All97a, Al198]. Using standard ACK counting, the congestion w ndow
is increased by 1 segment for each ACK received during slow start.
However, using byte counting the congestion wi ndow i ncrease is based
on the nunber of previously unacknow edged bytes covered by each
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i ncom ng ACK, rather than on the nunber of ACKs received. This makes
the increase relative to the anobunt of data transmitted, rather than
bei ng dependent on the ACK interval used by the receiver

Two forms of byte counting are studied in [AI198]. The first is
unlinmted byte counting (UBC). This mechanism sinply uses the nunber
of previously unacknow edged bytes to increase the congestion w ndow
each time an ACK arrives. The second formis limted byte counting
(LBC). LBClimts the amount of cwnd increase to 2 segnents. This
limt throttles the size of the burst of data sent in response to a
"stretch ACK' [Pax97]. Stretch ACKs are acknow edgnents that cover
nore than 2 segnents of previously unacknow edged data. Stretch ACKs
can occur by design [Joh95] (although this is not standard), due to

i npl enent ati on bugs [Al | 97b, PADHV99] or due to ACK loss. [All 98]
shows that LBC prevents large |ine-rate bursts when conpared to UBC,
and therefore offers fewer dropped segnents and better perfornance.
In addition, UBC causes large bursts during slow start based | oss
recovery due to the large cunul ative ACKs that can arrive during | oss
recovery. The behavior of UBC during | oss recovery can cause |arge
decreases in performance and [Al198] strongly recommends UBC not be
depl oyed without further study into mtigating the |arge bursts.

Not e: The standards track RFC 2581 [APS99] allows a TCP to use byte
counting to increase cwnd during congestion avoi dance, however not
during slow start.

3.2.2.2 Research

Usi ng byte counting, as opposed to standard ACK counting, has been
shown to reduce the anpunt of time needed to increase the value of
cwnd to an appropriate size in satellite networks [AIl97a]. In
addition, [AI198] presents a simulation conparison of byte counting
and the standard cwnd increase algorithmin uncongested networks and
networks with conpeting traffic. This study found that the linited
formof byte counting outlined above can inprove performance, while
al so increasing the drop rate slightly.

[ BPK97, BPKO8] al so investigated unlimted byte counting in

conjunction with various ACK filtering algorithns (discussed in
section 3.10) in asynmetric networks.
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3.2.2.3 Inplementation |Issues

Changi ng from ACK counting to byte counting requires changes to the
data sender’s TCP stack. Byte counting violates the algorithmfor

i ncreasing the congestion w ndow outlined in RFC 2581 [ APS99] (by
maki ng congestion wi ndow growth nore aggressive during slow start)
and therefore should not be used in shared networks.

3.2.2.4 Topol ogy Considerations

It has been suggested by sonme (and roundly criticized by others) that
byte counting will allow TCP to provide uni form cwnd increase

regardl ess of the ACKi ng behavior of the receiver. |In addition, byte
counting also mtigates the retarded wi ndow growt h provi ded by
receivers that generate stretch ACKs because of the capacity of the
return link, as discussed in [BPK97,BPK98]. Therefore, this change
is expected to be especially beneficial to asymetric networks.

3.2.2.5 Possible Interaction and Rel ati onships with O her Research

Unlimted byte counting should not be used without a nethod to
mtigate the potentially large line-rate bursts the al gorithm can
cause. Also, LBC may send bursts that are too large for the given
network conditions. 1In this case, LBC nay al so benefit from sone

al gorithmthat would | essen the inpact of line-rate bursts of
segnents. Also note that using delayed ACKs only after slow start
(as outlined in section 3.2.3) negates the linmted byte counting

al gorithm because each ACK covers only one segnent during slow start.
Therefore, both ACK counting and byte counting yield the same

i ncrease in the congestion window at this point (in the first RTT).

3.2.3 Delayed ACKs After Slow Start
3.2.3.1 Mtigation Description

As di scussed above, TCP senders use the nunber of incomng ACKs to

i ncrease the congestion wi ndow during slow start. And, since del ayed
ACKs reduce the nunber of ACKs returned by the receiver by roughly
hal f, the rate of growth of the congestion wi ndow is reduced. One
proposed solution to this problemis to use delayed ACKs only after
the slow start (DAASS) phase. This provides nore ACKs while TCP is
aggressively increasing the congestion wi ndow and | ess ACKs while TCP
is in steady state, which conserves network resources.
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3.2.3.2 Research

[AI198] shows that in sinulation, using delayed ACKs after slow start
(DAASS) i nmproves transfer tine when conpared to a receiver that

al ways generates del ayed ACKs. However, DAASS also slightly
increases the loss rate due to the increased rate of cwnd grow h.

3.2.3.3 Inplenmentation |Issues

The major problemwith DAASS is in the inplenentation. The receiver

has to somehow know when the sender is using the slow start

algorithm The receiver could inplement a heuristic that attenpts to
wat ch the change in the anmount of data being received and change the

ACKi ng behavi or accordingly. O, the sender could send a nessage (a
flipped bit in the TCP header, perhaps) indicating that it was using

slow start. The inplenentation of DAASS is, therefore, an open

i ssue.

Usi ng DAASS does not violate the TCP congestion control specification
[ APS99]. However, the standards (RFC 2581 [APS99]) currently
recommend usi ng del ayed acknow edgnents and DAASS goes (partially)
agai nst this reconmendati on.

3.2.3.4 Topol ogy Considerations

DAASS shoul d work equally well in all scenarios presented in section
2. However, in asymetric networks it nmay aggravate ACK congestion
inthe return link, due to the increased number of ACKs (see sections
3.9 and 3.10 for a nore detailed discussion of ACK congestion).

3.2.3.5 Possible Interaction and Rel ati onships with O her Research

DAASS has several possible interactions with other proposals nmade in
the research community. DAASS can aggravate congestion on the path
bet ween the data receiver and the data sender due to the increased
nunmber of returning acknow edgnments. This can have an especially
adverse effect on asymmetric networks that are prone to experiencing
ACK congestion. As outlined in sections 3.9 and 3.10, several
mtigati ons have been proposed to reduce the nunber of ACKs that are
passed over a | ow bandwidth return link. Using DAASS will increase
t he nunber of ACKs sent by the receiver. The interaction between
DAASS and the met hods for reducing the nunber of ACKs is an open
research question. Also, as noted in section 3.2.1.5 above, DAASS
provi des some of the sane benefits as using a larger initial
congestion wi ndow and therefore it nay not be desirable to use both
mechani snms together. However, this remains an open question
Finally, DAASS and linited byte counting are both used to increase
the rate at which the congestion wi ndow is opened. The DAASS
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al gorithm substantially reduces the inpact limted byte counting has

on the rate of congestion w ndow i ncrease.
3.2.4 Termnating Slow Start
3.2.4.1 Mtigation Description

The initial slow start phase is used by TCP to determ ne an
appropriate congestion w ndow size for the given network conditions
[Jac88]. Slow start is termnmi nated when TCP detects congestion, or
when the size of cwnd reaches the size of the receiver’'s advertised
wi ndow. Slow start is also termnated if cwnd grows beyond a certain
size. The threshold at which TCP ends slow start and begi ns using

t he congesti on avoi dance algorithmis called "ssthresh” [Jac88]. In
nost inplenentations, the initial value for ssthresh is the
receiver’'s advertised window. During slow start, TCP roughly doubl es
the size of cwnd every RTT and therefore can overwhel mthe network
with at nost twice as many segnents as the network can handle. By
setting ssthresh to a value less than the receiver’s advertised

wi ndow initially, the sender nay avoid overwhel mi ng the network wth
twi ce the appropriate nunber of segnents. Hoe [Hoe96] proposes using
t he packet-pair algorithm|[Kes91l] and the neasured RTT to determ ne a
nore appropriate value for ssthresh. The algorithm observes the
spaci ng between the first few returning ACKs to determ ne the

bandwi dth of the bottleneck |ink. Together with the nmeasured RTT,

t he del ay*bandwi dt h product is determned and ssthresh is set to this
val ue. Wien TCP's cwnd reaches this reduced ssthresh, slow start is
term nated and transni ssion continues using congestion avoi dance,
which is a nore conservative algorithmfor increasing the size of the
congesti on wi ndow.

3.2.4.2 Research

It has been shown that estimating ssthresh can inprove perfornmance
and decrease packet loss in sinulations [Hoe96]. However, obtaining
an accurate estimte of the avail able bandwi dth in a dynam c network
is very challenging, especially attenpting to do so on the sending
side of the TCP connection [AP99]. Therefore, before this nechani sm
is widely deployed, bandw dth estimation nust be studied in a nore
detail .

3.2.4.3 Inplenmentation |Issues

As outlined in [Hoe96], estimating ssthresh requires changes to the
data sender’s TCP stack. As suggested in [AP99], bandw dth estinates
may be nore accurate when taken by the TCP receiver, and therefore
bot h sender and receiver changes would be required. Estimating
ssthresh is safe to inplement in production networks froma

Al man, et al. I nf or mat i onal [ Page 11]



Feb 05 01
17:34:45 Allman00a.txt

RFC 2760 Ongoi ng TCP Research Related to Satellites February 2000

congestion control perspective, as it can only make TCP nore
conservative than outlined in RFC 2581 [ APS99] (assum ng the TCP

i npl enentation is using an initial ssthresh of infinity as allowed by
[ APS99] ) .

3.2.4.4 Topol ogy Considerations

It is expected that this nmechanismw Il work equally well in al
synmetric topologies outlined in section 2. However, asynmetric
links pose a special problem as the rate of the returning ACKs may
not be the bottleneck bandwidth in the forward direction. This can
lead to the sender setting ssthresh too low. Prenmature term nation
of slow start can hurt performance, as congestion avoi dance opens
cwnd nore conservatively. Receiver-based bandwi dth estimtors do not
suffer fromthis problem

3.2.4.5 Possible Interaction and Rel ationships with O her Research

Term nating slow start at the right time is useful to avoid multiple
dropped segnments. However, using a sel ective acknow edgnent - based

| oss recovery schene (as outlined in section 3.3.2) can drastically

i mprove TCP's ability to quickly recover fromnultiple | ost segnments
Therefore, it nay not be as inportant to term nate slow start before
a large loss event occurs. [AP99] shows that using del ayed

acknow edgnments [Bra89] reduces the effectiveness of sender-side
bandwi dth estimation. Therefore, using delayed ACKs only during sl ow
start (as outlined in section 3.2.3) may nake bandw dth estinmation
nore feasible.

3.3 Loss Recovery
3.3.1 Non- SACK Based Mechani sns
3.3.1.1 Mtigation Description

Several similar algorithms have been devel oped and studied that

i nprove TCP's ability to recover fromnmultiple | ost segnments in a

wi ndow of data without relying on the (often I ong) retransm ssion
timeout. These sender-side algorithns, known as NewReno TCP, do not
depend on the availability of selective acknow edgnents (SACKs)

[ MVFRI6] .

These al gorithns generally work by updating the fast recovery
algorithmto use information provided by "partial ACKs" to trigger
retransm ssions. A partial ACK covers sone new data, but not al
dat a out standi ng when a particular |oss event starts. For instance,
consi der the case when segnment N is retransmtted using the fast
retransmt algorithmand segnent Mis the | ast segnment sent when
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segment Nis resent. |If segnent Nis the only segnment |ost, the ACK

elicited by the retransm ssion of segnent N would be for segment M
I f, however, segnent N+1 was also lost, the ACK elicited by the
retransm ssi on of segnent Nwill be N+1. This can be taken as an

i ndi cation that segnment N+1 was | ost and used to trigger a
retransm ssion.

3.3.1.2 Research

Hoe [ Hoe95, Hoe96] introduced the idea of using partial ACKs to
trigger retransm ssions and showed that doing so could inprove
performance. [FF96] shows that in some cases using partial ACKs to
trigger retransm ssions reduces the tinme required to recover from
multiple | ost segments. However, [FF96] al so shows that in sone
cases (nmany |l ost segnents) relying on the RTOtiner can inprove
performance over sinply using partial ACKs to trigger al

retransm ssions. [HK99] shows that using partial ACKs to trigger
retransm ssions, in conjunction with SACK, inproves performance when
conpared to TCP using fast retransmit/fast recovery in a satellite
environnment. Finally, [FH99] describes several slightly different
variants of NewReno.

3.3.1.3 Inpl ementation |ssues
| mpl enenting these fast recovery enhancenents requires changes to the
sender -side TCP stack. These changes can safely be inplenented in
producti on networks and are allowed by RFC 2581 [ APS99].

3.3.1.4 Topol ogy Consi derations

It is expected that these changes will work well in all environnents
outlined in section 2.

3.3.1.5 Possible Interaction and Rel ationships with O her Research
See section 3.3.2.2.5.

3. 3.2 SACK Based Mechani sns

3.3.2.1 Fast Recovery with SACK

3.3.2.1.1 Mtigation Description
Fall and Fl oyd [ FF96] describe a conservative extension to the fast
recovery algorithmthat takes into account information provided by
sel ective acknow edgnents (SACKs) [ MMFFRO6] sent by the receiver. The

algorithmstarts after fast retransmt triggers the resending of a
segment. As with fast retransnit, the algorithmcuts cwnd in half
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when a loss is detected. The algorithmkeeps a variable called
"pipe", which is an estimate of the nunber of outstanding segnents in
the network. The pipe variable is decrenented by 1 segnment for each
duplicate ACK that arrives with new SACK i nfornmati on. The pipe
variable is increnented by 1 for each new or retransnitted segnent
sent. A segnment nay be sent when the value of pipe is |less than cwnd
(this segnment is either a retransm ssion per the SACK i nformation or
a new segnent if the SACK information indicates that no nore
retransnmits are needed).

This algorithmgenerally allows TCP to recover frommultiple segment

| osses in a window of data within one RTT of |oss detection. Like
the forward acknow edgnent (FACK) al gorithm described bel ow, the SACK
information allows the pipe algorithmto decouple the choice of when
to send a segnent fromthe choice of what segnent to send.

[ APS99] allows the use of this algorithm as it is consistent with
the spirit of the fast recovery algorithm

3.3.2.1.2 Research

[ FF96] shows that the above described SACK al gorithm perforns better
than several non-SACK based recovery al gorithns when 1--4 segnents
are lost froma w ndow of data. [AHK®A7] shows that the al gorithm

i mproves perfornmance over satellite Iinks. Hayes [Hay97] shows the
in certain circunstances, the SACK al gorithm can hurt performance by
generating a large line-rate burst of data at the end of |oss
recovery, which causes further |oss.

3.3.2.1.3 Inplenentation |ssues
This algorithmis inplenented in the sender’s TCP stack. However, it
relies on SACK information generated by the receiver. This algorithm
is safe for shared networks and is all owed by RFC 2581 [ APS99].
3.3.2.1.4 Topol ogy Consi derations

It is expected that the pipe algorithmw Il work equally well in al
scenari os presented in section 2.

3.3.2.1.5 Possible Interaction and Rel ati onships with O her Research

See section 3.3.2.2.5.
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3.3.2.2 Forward Acknow edgnent s
3.3.2.2.1 Mtigation Description

The Forward Acknow edgnent (FACK) al gorithm [ MW6a, MMB6b] was

devel oped to i nprove TCP congestion control during | oss recovery.
FACK uses TCP SACK options to glean additional information about the
congestion state, adding nore precise control to the injection of
data into the network during recovery. FACK decouples the congestion
control algorithms fromthe data recovery algorithms to provide a
sinple and direct way to use SACK to i nprove congestion control. Due
to the separation of these two algorithms, new data may be sent
during recovery to sustain TCP's self-clock when there is no further
data to retransmt.

The nost recent version of FACK is Rate-Halving [ MMB6b], in which one
packet is sent for every two ACKs received during recovery.
Transmitting a segment for every-other ACK has the result of reducing
t he congestion window in one round trip to half of the nunmber of
packets that were successfully handl ed by the network (so when cwnd
is too large by nore than a factor of two it still gets reduced to
hal f of what the network can sustain). Another inportant aspect of
FACK with Rate-Halving is that it sustains the ACK self-clock during
recovery because transmitting a packet for every-other ACK does not
require half a cwnd of data to drain fromthe network before
transmitting, as required by the fast recovery algorithm

[ Ste97, APS99] .

In addition, the FACK with Rate-Hal ving inplenmentation provides
Threshol ded Retransnission to each [ ost segnent. "Tcprexntthresh" is
t he nunber of duplicate ACKs required by TCP to trigger a fast
retransmt and enter recovery. FACK applies threshol ded

retransm ssion to all segnents by waiting until tcprexntthresh SACK
bl ocks indicate that a given segnent is mssing before resending the
segnent. This all ows reasonabl e behavior on |inks that reorder
segnents. As described above, FACK sends a segnment for every second
ACK received during recovery. New segnents are transnitted except
when tcprexntthresh SACK bl ocks have been observed for a dropped
segnment, at which point the dropped segnent is retransmtted.

[ APS99] allows the use of this algorithm as it is consistent with
the spirit of the fast recovery algorithm

3.3.2.2.2 Research
The original FACK algorithmis outlined in [MW6a]. The algorithm

was | ater enhanced to include Rate-Halving [MW6b]. The real-world
performance of FACK with Rate-Hal ving was shown to be much closer to
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the theoretical maxi mum for TCP than either TCP Reno or the SACK-
based extensions to fast recovery outlined in section 3.3.2.1
[ MBMOO7] .

3.3.2.2.3 Inplenentation |ssues

In order to use FACK, the sender’s TCP stack nmust be nodified. In
addition, the receiver nmust be able to generate SACK options to
obtain the full benefit of using FACK. The FACK algorithmis safe
for shared networks and is allowed by RFC 2581 [ APS99].

3.3.2.2.4 Topol ogy Consi derations

FACK i s expected to inprove performance in all environments outlined
in section 2. Since it is better able to sustain its self-clock than
TCP Reno, it may be considerably nore attractive over |ong del ay

pat hs.

3.3.2.2.5 Possible Interaction and Rel ati onships with O her Research

Bot h SACK based | oss recovery al gorithns descri bed above (the fast
recovery enhancenent and the FACK algorithnm) are simlar in that they
attenpt to effectively repair nultiple | ost segnments froma w ndow of
data. Wich of the SACK-based | oss recovery algorithns to use is
still an open research question. |In addition, these algorithms are
simlar to the non- SACK NewReno al gorithm described in section 3.3.1,
in that they attenpt to recover fromnultiple | ost segnents w thout
reverting to using the retransmssion tinmer. As has been shown, the
above SACK based al gorithns are nore robust than the NewReno
algorithm However, the SACK al gorithmrequires a cooperating TCP
recei ver, which the NewReno al gorithm does not. A reasonable TCP

i npl enent ati on m ght include both a SACK-based and a NewReno-based

| oss recovery al gorithmsuch that the sender can use the nost
appropriate | oss recovery al gorithm based on whether or not the
receiver supports SACKs. Finally, both SACK-based and non- SACK- based
versions of fast recovery have been shown to transnit a |arge burst
of data upon |eaving |oss recovery, in sone cases [Hay97].

Therefore, the algorithnms may benefit from sone burst suppression

al gorithm

3.3.3 Explicit Congestion Notification

3.3.3.1 Mtigation Description
Explicit congestion notification (ECN) allows routers to inform TCP
senders about inm nent congestion w thout dropping segnents. Two

maj or forms of ECN have been studied. A router enploying backward
ECN (BECN), transnmits nmessages directly to the data origi nator
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informing it of congestion. |P routers can acconplish this with an

| CMP Source Quench nmessage. The arrival of a BECN signal may or may
not nmean that a TCP data segnent has been dropped, but it is a clear

i ndi cation that the TCP sender should reduce its sending rate (i.e.
the value of cwnd). The second najor form of congestion notification
is forward ECN (FECN). FECN routers mark data segments with a
speci al tag when congestion is imrinent, but forward the data
segnent. The data receiver then echos the congestion information
back to the sender in the ACK packet. A description of a FECN
mechani smfor TCP/IP is given in [ RF99].

As described in [RF99], senders transnmit segnents with an "ECN
Capabl e Transport" bit set in the | P header of each packet. If a
router enploying an active queueing strategy, such as Random Early
Detection (RED) [FJ93, BCC+98], would otherwi se drop this segnent, an
"Congestion Experienced" bit in the IP header is set instead. Upon
reception, the information is echoed back to TCP senders using a bit
in the TCP header. The TCP sender adjusts the congestion w ndow j ust
as it would if a segnent was dropped.

The inplenentati on of ECN as specified in [RF99] requires the

depl oynent of active queue nmanagenent nechanisns in the affected
routers. This allows the routers to signal congestion by sending TCP
a smal |l nunber of "congestion signals" (segnent drops or ECN
nmessages), rather than discarding a | arge nunber of segments, as can
happen when TCP overwhel ns a drop-tail router queue.

Since satellite networks generally have higher bit-error rates than

terrestrial networks, deternining whether a segnment was | ost due to

congestion or corruption nay allow TCP to achi eve better performance
in high BER environments than currently possible (due to TCP' s

assunption that all loss is due to congestion). Wile not a solution
to this problem adding an ECN nmechanismto TCP nay be a part of a
mechanismthat will help achieve this goal. See section 3.3.4 for a

nore detailed discussion of differentiating between corruption and
congestion based | osses.

3.3.3.2 Research

[ Fl 094] shows that ECN is effective in reducing the segnment |oss rate
whi ch yields better performance especially for short and interactive
TCP connections. Furthernore, [Fl 094] also shows that ECN avoi ds
sonme unnecessary, and costly TCP retransm ssion timeouts. Finally,

[ Fl 094] al so considers sone of the advantages and di sadvant ages of
various forns of explicit congestion notification
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3.3.3.3 Inplenmentation |Issues

Depl oyment of ECN requires changes to the TCP inplenentati on on both
sender and receiver. Additionally, deploynent of ECN requires

depl oynment of sonme active queue managenent infrastructure in routers.
RED i s assuned in nost ECN di scussions, because RED i s al ready

i dentifying segnents to drop, even before its buffer space is
exhausted. ECN sinmply allows the delivery of "marked" segnents while
still notifying the end nodes that congestion is occurring along the
path. ECN is safe (froma congestion control perspective) for shared
networks, as it maintains the sane TCP congestion control principles
as are used when congestion is detected via segnent drops.

3.3.3.4 Topol ogy Consi derations

It is expected that none of the environnents outlined in section 2
will present a bias towards or against ECN traffic.

3.3.3.5 Possible Interaction and Rel ati onships with O her Research

Note that sone formof active queueing is necessary to use ECN (e.g.
RED queuei ng) .

3.3.4 Detecting Corruption Loss

Differentiating between congestion (loss of segnents due to router
buffer overflow or immnent buffer overflow) and corruption (loss of
segnments due to danmaged bits) is a difficult problemfor TCP. This
differentiation is particularly inportant because the action that TCP
should take in the two cases is entirely different. In the case of
corruption, TCP should merely retransmt the damaged segnent as soon
as its loss is detected; there is no need for TCP to adjust its
congestion wi ndow. On the other hand, as has been wi dely discussed
above, when the TCP sender detects congestion, it should i mediately
reduce its congestion wi ndow to avoid maki ng the congesti on worse.

TCP' s defined behavior, as notivated by [Jac88, Jac90] and defined in
[ Bra89, St e97, APS99], is to assune that all loss is due to congestion
and to trigger the congestion control algorithns, as defined in

[ Ste97, APS99]. The | oss may be detected using the fast retransnit
algorithm or in the worst case is detected by the expiration of
TCP' s retransni ssion timer

TCP' s assunption that [oss is due to congestion rather than
corruption is a conservative nmechani smthat prevents congestion
col | apse [Jac88,FF98]. Over satellite networks, however, as in nany
Wi rel ess environnents, |loss due to corruption is nore conmon than on
terrestrial networks. One conmon partial solution to this problemis
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to add Forward Error Correction (FEC) to the data that's sent over
the satellite/wireless link. A nore conplete discussion of the
benefits of FEC can be found in [AGS99]. However, given that FEC
does not always work or cannot be universally applied, other
mechani snms have been studied to attenpt to make TCP able to
differenti ate between congestion-based and corruption-based | 0ss.

TCP segments that have been corrupted are nost often dropped by

i ntervening routers when |ink-1evel checksum nechani sns detect that
an inconing frame has errors. (Qccasionally, a TCP segnent contai ni ng
an error may survive wthout detection until it arrives at the TCP
receiving host, at which point it will alnost always either fail the
| P header checksum or the TCP checksum and be di scarded as in the
link-level error case. Unfortunately, in either of these cases, it’'s
not generally safe for the node detecting the corruption to return

i nfornmati on about the corrupt packet to the TCP sender because the
sendi ng address itself m ght have been corrupted.

3.3.4.1 Mtigation Description

Because the probability of Iink errors on a satellite link is
relatively greater than on a hardwired link, it is particularly

i mportant that the TCP sender retransmit these | ost segnents w thout
reduci ng its congestion wi ndow. Because corrupt segnents do not

i ndi cate congestion, there is no need for the TCP sender to enter a
congestion avoi dance phase, which may waste avail abl e bandwi dt h.

Si mul ati ons perfornmed in [ SF98] show a perfornmance inprovenent when
TCP can properly differentiate between between corruption and
congestion of wireless |inks.

Per haps the greatest research challenge in detecting corruption is
getting TCP (a transport-layer protocol) to receive appropriate
information fromeither the network layer (IP) or the link |ayer

Much of the work done to date has involved |link-1ayer nmechanisns that
retransmt danmaged segnents. The challenge seens to be to get these
nmechani sns to make repairs in such a way that TCP understands what
happened and can respond appropriately.

3.3.4.2 Research

Research into corruption detection to date has focused primarily on
making the link I evel detect errors and then performlink-Ievel
retransm ssions. This work is summarized in [BKVP97, BPSK96]. One of
the problenms with this prom sing technique is that it causes an

ef fective reordering of the segnents fromthe TCP receiver’s point of
view As a sinple exanple, if segnents A B C D are sent across a

noi sy link and segnent B is corrupted, segments C and D may have

al ready crossed the Iink before B can be retransmtted at the Iink
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| evel, causing themto arrive at the TCP receiver in the order ACD
B. This segnent reordering would cause the TCP receiver to generate
duplicate ACKs upon the arrival of segnents Cand D. If the
reordering was bad enough, the sender would trigger the fast
retransmt algorithmin the TCP sender, in response to the duplicate
ACKs. Research presented in [ M98] proposes the idea of suppressing
or delaying the duplicate ACKs in the reverse direction to counteract
this behavior. Alternatively, proposals that make TCP nore robust in
the face of re-ordered segnment arrivals [Fl099] nay reduce the side
effects of the re-ordering caused by link-layer retransmni ssions.

A nore high-1level approach, outlined in the [DMI96], uses a new
"corruption experienced" |ICVMP error nessage generated by routers that
detect corruption. These nmessages are sent in the forward direction
toward the packet’s destination, rather than in the reverse direction
as is done with | CMP Source Quench nessages. Sending the error
nmessages in the forward direction allows this feedback to work over
asymmetric paths. As noted above, generating an error nmessage in
response to a damaged packet is problematic because the source and
destinati on addresses may not be valid. The mechanismoutlined in

[ DMI96] gets around this probl emby having the routers maintain a
smal | cache of recent packet destinations; when the router
experiences an error rate above sone threshold, it sends an | CWP
corruption-experienced nessage to all of the destinations in its
cache. Each TCP receiver then nmust return this information to its
respective TCP sender (through a TCP option). Upon receiving an ACK
with this "corruption-experienced" option, the TCP sender assunes
that packet loss is due to corruption rather than congestion for two

round trip times (RTT) or until it receives additional link state
information (such as "link down", source quench, or additiona
"corruption experienced" nessages). Note that in shared networks,

i gnoring segnent |loss for 2 RTTs nmay aggravate congestion by maki ng
TCP unresponsi ve.

3.3.4.3 I npl ementation |ssues

Al'l of the techniques di scussed above require changes to at |east the
TCP sendi ng and receiving stacks, as well as internediate routers.
Due to the concerns over possibly ignoring congestion signals (i.e.
segment drops), the above algorithmis not recommended for use in
shared networks.

3.3.4.4 Topol ogy Considerations
It is expected that corruption detection, in general would be
beneficial in all environments outlined in section 2. It would be

particularly beneficial in the satellite/w rel ess environnent over
whi ch these errors may be nore preval ent.
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3.3.4.5 Possible Interaction and Rel ati onships with O her Research

SACK- based | oss recovery algorithns (as described in 3.3.2) may
reduce the inpact of corrupted segnments on nostly clean |inks because
recovery will be able to happen nore rapidly (and without relying on
the retransmission tiner). Note that while SACK-based | oss recovery
hel ps, throughput will still suffer in the face of non-congestion

rel ated packet | oss.

3.4 Congestion Avoi dance
3.4.1 Mtigation Description

During congestion avoidance, in the absence of |oss, the TCP sender
adds approxi nately one segnent to its congesti on wi ndow during each
RTT [Jac88, St e97, APS99]. Several researchers have observed that this
policy leads to unfair sharing of bandw dth when nultiple connections
with different RTTs traverse the same bottleneck link, with the |ong
RTT connections obtaining only a small fraction of their fair share
of the bandwi dt h.

One effective solution to this problemis to deploy fair queueing and
TCP-friendly buffer managenent in network routers [Sut98]. However,
in the absence of help fromthe network, other researchers have

i nvestigated changes to the congestion avoi dance policy at the TCP
sender, as described in [Fl 091, HK98] .

3.4.2 Research

The "Constant-Rate" increase policy has been studied in [Fl 091, HK98] .
It attenpts to equalize the rate at which TCP senders increase their
sending rate during congestion avoi dance. Both [Fl 091] and [ HK98]
illustrate cases in which the "Constant-Rate" policy largely corrects
the bias against |ong RTT connections, although [HK98] presents sone
evi dence that such a policy may be difficult to incrementally depl oy
in an operational network. The proper selection of a constant (for
the constant rate of increase) is an open issue.

The "I ncrease-by-K' policy can be selectively used by long RTT
connections in a heterogeneous environnent. This policy sinply
changes the slope of the linear increase, with connections over a
given RTT threshold adding "K' segnents to the congestion w ndow
every RTT, instead of one. [HK98] presents evidence that this
policy, when used with small values of "K', may be successful in
reduci ng the unfairness while keeping the link utilization high, when
a small nunber of connections share a bottleneck link. The selection
of the constant "K, " the RTT threshold to invoke this policy, and
performance under a |l arge nunber of flows are all open issues.
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3.4.3 Inplenmentation |ssues

| mpl enent ati on of either the "Constant-Rate" or "lncrease-by-K'
policies requires a change to the congestion avoi dance nmechani sm at
the TCP sender. 1In the case of "Constant-Rate," such a change nust
be inplenented globally. Additionally, the TCP sender nust have a
reasonably accurate estimate of the RTT of the connection. The

al gorithnms outlined above violate the congestion avoi dance al gorithm
as outlined in RFC 2581 [ APS99] and therefore should not be

i mpl enented in shared networks at this tine.

3.4.4 Topol ogy Consi derations

These solutions are applicable to all satellite networks that are
integrated with a terrestrial network, in which satellite connections
may be conpeting with terrestrial connections for the sane bottl eneck
link.

3.4.5 Possible Interaction and Rel ati onships with O her Research

As shown in [ PADHV99], increasing the congestion wi ndow by nultiple
segnments per RTT can cause TCP to drop nultiple segnents and force a
retransm ssion timeout in sone versions of TCP. Therefore, the above
changes to the congestion avoi dance al gorithm may need to be
acconpani ed by a SACK-based | oss recovery algorithmthat can quickly
repair nultiple dropped segnents.

3.5 Multiple Data Connections
3.5.1 Mtigation Description

One nethod that has been used to overconme TCP's inefficiencies in the
satellite environnent is to use nultiple TCP flows to transfer a
given file. The use of N TCP connections makes the sender N tines
nor e aggressive and therefore can inprove throughput in some
situations. Using N multiple TCP connections can inpact the transfer
and the network in a nunber of ways, which are |isted bel ow.

1. The transfer is able to start transm ssion using an effective
congestion wi ndow of N segnents, rather than a single segnent as
one TCP flow uses. This allows the transfer to nore quickly
i ncrease the effective cwnd size to an appropriate size for the
gi ven network. However, in sone circunstances an initial w ndow
of N segnments is inappropriate for the network conditions. In
this case, a transfer utilizing nore than one connection nmay
aggravat e congesti on.
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2. During the congestion avoi dance phase, the transfer increases the
effective cwnd by N segments per RIT, rather than the one segnent
per RTT increase that a single TCP connection provides. Again,
this can aid the transfer by nore rapidly increasing the effective
cwnd to an appropriate point. However, this rate of increase can
al so be too aggressive for the network conditions. |In this case,
the use of nultiple data connections can aggravate congestion in
t he network.

3. Using nmultiple connections can provide a very | arge overal
congestion wi ndow. This can be an advantage for TCP
i mpl enent ati ons that do not support the TCP wi ndow scaling
extension [JBB92]. However, the aggregate cwnd size across all N
connections is equivalent to using a TCP inpl enentation that
supports | arge w ndows.

4. The overall cwnd decrease in the face of dropped segnents is
reduced when using N parallel connections. A single TCP
connection reduces the effective size of cwnd to half when a
single segment loss is detected. Wen utilizing N connections
each using a wi ndow of Wbhytes, a single drop reduces the w ndow
to:

(N> W - (W/ 2)

Clearly this is a less dramatic reduction in the effective cwnd si ze
than when using a single TCP connection. And, the amount by which
the cwnd is decreased is further reduced by increasing N

The use of multiple data connections can increase the ability of

non- SACK TCP i npl enentations to quickly recover frommultiple dropped
segnments without resorting to a tinmeout, assum ng the dropped
segment s cross connections.

The use of multiple parallel connections nakes TCP overly aggressive
for many environnents and can contribute to congestive collapse in
shared networks [FF99]. The advantages provided by using multiple
TCP connections are now | argely provided by TCP extensions (Il arger

wi ndows, SACKs, etc.). Therefore, the use of a single TCP connection
is nore "network friendly" than using nultiple parallel connections.
However, using multiple parallel TCP connections may provide
performance i nprovenent in private networKks.
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3.5.2 Research

Research on the use of multiple parallel TCP connections shows

i mproved perfornmance [1L92, Hah94, AOK95, AKO96]. | n addition, research
has shown that nultiple TCP connections can outperforma single
nodern TCP connection (with [arge wi ndows and SACK) [ AHKO97].

However, these studies did not consider the inpact of using nultiple
TCP connections on conpeting traffic. [FF99] argues that using
nmul ti pl e sinultaneous connections to transfer a given file may | ead
to congestive collapse in shared networKks.

3.5.3 Inplenentation |ssues

To utilize nultiple parallel TCP connections a client application and
the correspondi ng server nmust be custom zed. As outlined in [FF99]
using multiple parallel TCP connections is not safe (froma
congestion control perspective) in shared networks and should not be
used.

3.5.4 Topol ogi cal Consi derations

As stated above, [FF99] outlines that the use of nultiple parallel
connections in a shared network, such as the Internet, nmay lead to
congestive col |l apse. However, the use of nultiple connections nmay be
safe and beneficial in private networks. The specific topol ogy being
used will dictate the nunber of parallel connections required. Sone
wor k has been done to deternine the appropriate nunber of connections
on the fly [ AKOO6], but such a nechanismis far from conplete.

3.5.5 Possible Interaction and Rel ati onships with G her Research

Using multiple concurrent TCP connections enabl es use of a |arge
congestion wi ndow, nuch |like the TCP wi ndow scaling option [JBB92].
In addition, a larger initial congestion wi ndow is achieved, sinilar
to using [AFP98] or TCB sharing (see section 3.8).

3.6 Pacing TCP Segnents
3.6.1 Mtigation Description

Sl owstart takes several round trips to fully open the TCP congestion
wi ndow over routes with high bandw dt h-del ay products. For short TCP
connections (such as WWVtraffic with HITP/1.0), the slowstart
overhead can preclude effective use of the high-bandwi dth satellite
links. Wen senders inplenent slowstart restart after a TCP
connection goes idle (suggested by Jacobson and Karels [JK92]),
performance is reduced in long-lived (but bursty) connections (such
as HTTP/ 1.1, which uses persistent TCP connections to transfer
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mul ti pl e WAV page el enents) [ Hei 97a].

Rat e- based pacing (RBP) is a technique, used in the absence of

i ncom ng ACKs, where the data sender tenporarily paces TCP segnents
at a given rate to restart the ACK clock. Upon receipt of the first
ACK, pacing is discontinued and normal TCP ACK cl ocking resunes. The
pacing rate may either be known fromrecent traffic estimtes (when
restarting an idle connection or fromrecent prior connections), or
may be known through external neans (perhaps in a point-to-point or
point-to-multipoint satellite network where avail abl e bandw dth can
be assuned to be large).

In addition, pacing data during the first RTT of a transfer nay all ow
TCP to make effective use of high bandw dth-delay |inks even for

short transfers. However, in order to pace segnents during the first
RTT a TCP will have to be using a non-standard initial congestion

wi ndow and a new nmechani smto pace outgoi ng segnents rather than send
t hem back-to-back. Determining an appropriate size for the initial
cwnd is an open research question. Pacing can also be used to reduce
bursts in general (due to buggy TCPs or byte counting, see section
3.2.2 for a discussion on byte counting).

3.6.2 Research

Si mul ati on studies of rate-paced pacing for WAWMIike traffic have
shown reductions in router congestion and drop rates [VHO7a]. In
this environment, RBP substantially inproves perfornmance conpared to
slowstart-after-idle for intermttent senders, and it slightly

i mproves performance over burst-full-cwnd-after-idle (because of
drops) [VHI98]. More recently, pacing has been suggested to elimnate
burstiness in networks with ACK filtering [ BPK97].

3.6.3 Inplenmentation |ssues

RBP requires only sender-side changes to TCP. Prototype

i mpl enent ati ons of RBP are available [VHI7b]. RBP requires an
addi ti onal sender tiner for pacing. The overhead of tinmer-driven
data transfer is often considered too high for practical use.
Prelimnary experinents suggest that in RBP this overhead is n ninal
because RBP only requires this tinmer for one RTT of transm ssion
[VHO8]. RBP is expected to nake TCP nore conservative in sending
bursts of data after an idle period in hosts that do not revert to
slow start after an idle period. On the other hand, RBP makes TCP
nore aggressive if the sender uses the slow start algorithmto start
the ACK clock after a long idle period.
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3.6.4 Topol ogy Consi derations

RBP could be used to restart idle TCP connections for all topol ogies
in Section 2. Use at the begi nning of new connecti ons woul d be
restricted to topol ogi es where avail abl e bandwi dt h can be esti mated
out - of - band.

3.6.5 Possible Interaction and Rel ati onships with O her Research

Paci ng segnents nay benefit fromsharing state anongst various fl ows
bet ween two hosts, due to the tinme required to deternine the needed
information. Additionally, pacing segnments, rather than sending
back-t o-back segments, nmay make estinmating the avail abl e bandwi dth
(as outlined in section 3.2.4) nore difficult.

3.7 TCP Header Conpression

The TCP and | P header infornmation needed to reliably deliver packets
to a renpte site across the Internet can add significant overhead,
especially for interactive applications. Telnet packets, for
exanpl e, typically carry only a few bytes of data per packet, and
standard | Pv4/ TCP headers add at |east 40 bytes to this; |Pv6/TCP
headers add at |east 60 bytes. Mich of this information renains
relatively constant over the course of a session and so can be

repl aced by a short session identifier

3.7.1 Mtigation Description

Many fields in the TCP and | P headers either remain constant during
the course of a session, change very infrequently, or can be inferred
fromother sources. For exanple, the source and destination
addresses, as well as the I P version, protocol, and port fields
generally do not change during a session. Packet |length can be
deduced fromthe length field of the underlying link |ayer protoco
provided that the Iink |ayer packet is not padded. Packet sequence
nunbers in a forward data stream generally change with every packet,
but increase in a predictable manner

The TCP/ I P header conpression nethods described in

[ DNP99, DENP97, Jac90] reduce the overhead of TCP sessions by replacing
the data in the TCP and | P headers that remains constant, changes
slowmy, or changes in a predictable manner with a short "connection
nunber”. Using this nethod, the sender first sends a full TCP/IP
header, including in it a connection nunber that the sender will use
to reference the connection. The receiver stores the full header and
uses it as a tenplate, filling in sone fields fromthe linited

i nfornmati on contained in later, conpressed headers. This conpression
can reduce the size of an | Pv4/TCP headers from40 to as fewas 3 to
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5 bytes (3 bytes for some common cases, 5 bytes in general).

Conpressi on and deconpressi on generally happen below the I P | ayer, at

t he end-points of a given physical Iink (such as at two routers
connected by a serial line). The hosts on either side of the
physical |ink nust nmaintain sonme state about the TCP connections that

are using the link.

The deconpresser nust pass conplete, unconpressed packets to the IP

| ayer. Thus header conpression is transparent to routing, for
exanpl e, since an incom ng packet with conpressed headers is expanded
bef ore being passed to the |IP |ayer.

A variety of nethods can be used by the conpressor/deconpressor to
negoti ate the use of header conpression. For exanple, the PPP serial
line protocol allows for an option exchange, during which tine the
conpressor/ deconpressor agree on whet her or not to use header
conpression. For older SLIP inplenmentations, [Jac90] describes a
mechani smthat uses the first bit in the |IP packet as a flag.

The reduction in overhead is especially useful when the Iink is
bandwi dth-linited such as terrestrial wireless and nobile satellite
I inks, where the overhead associated with transnitting the header
bits is nontrivial. Header conpression has the added advant age t hat
for the case of uniformy distributed bit errors, conpressing TCP/IP
headers can provide a better quality of service by decreasing the
packet error probability. The shorter, conpressed packets are |ess
likely to be corrupted, and the reduction in errors increases the
connection’s throughput.

Extra space is saved by encoding changes in fields that change
relatively slowy by sending only their difference fromtheir val ues

in the previous packet instead of their absolute values. |In order to
decode headers conpressed this way, the receiver keeps a copy of each
full, reconstructed TCP header after it is decoded, and applies the

delta values fromthe next decoded conpressed header to the
reconstructed full header tenplate.

A di sadvantage to using this delta encodi ng schene where val ues are
encoded as deltas fromtheir values in the previous packet is that if
a single conpressed packet is |ost, subsequent packets with
conpressed headers can beconme garbled if they contain fields which
depend on the | ost packet. Consider a forward data stream of packets
wi th conpressed headers and increasi ng sequence nunbers. |f packet N
is lost, the full header of packet N+1 will be reconstructed at the
recei ver using packet N1's full header as a tenplate. Thus the
sequence nunber, which shoul d have been cal cul ated from packet N's
header, will be wong, the checksumw Il fail, and the packet w Il be
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di scarded. When the sending TCP tines out and retransnits a packet
with a full header is forwarded to re-synchronize the deconpresser.

It is inmportant to note that the conpressor does not mmintain any
timers, nor does the deconpresser know when an error occurred (only
the receiving TCP knows this, when the TCP checksumfails). A single
bit error will cause the deconpresser to | ose sync, and subsequent
packets with conpressed headers will be dropped by the receiving TCP
since they will all fail the TCP checksum Wen this happens, no
duplicate acknowl edgnents will be generated, and the deconpresser can
only re-synchroni ze when it receives a packet with an unconpressed
header. This nmeans that when header conpression is being used, both
fast retransmt and sel ective acknow edgnents will not be able
correct packets lost on a conpressed link. The "tw ce" algorithm
descri bed below, nay be a partial solution to this problem

[ DNP99] and [ DENP97] describe TCP/ I Pv4 and TCP/ I Pv6 conpression

al gorithms including conpressing the various | Pv6 extension headers
as well as methods for conpressing non-TCP streans. [DENP97] al so
augnents TCP header conpression by introducing the "tw ce" algorithm
If a particular packet fails to deconpress properly, the tw ce
algorithmnodifies its assunptions about the inferred fields in the
conpressed header, assumi ng that a packet identical to the current
one was dropped between the last correctly decoded packet and the
current one. Twice then tries to deconpress the received packet
under the new assunptions and, if the checksum passes, the packet is
passed to | P and the deconpresser state has been re-synchronized.
This procedure can be extended to three or nore decoding attenpts.
Addi tional robustness can be achieved by caching full copies of
packets which don’t deconpress properly in the hopes that |ater
arrivals will fix the problem Finally, the perfornance inprovenent
if the deconpresser can explicitly request a full header is

di scussed. Sinulation results show that twice, in conjunction with
the full header request nechanism can inprove throughput over
unconpr essed streans.

3.7.2 Research
[Jac90] outlines a sinple header conpression schene for TCP/IP

In [ DENP97] the authors present the results of sinulations show ng

t hat header conpression is advantageous for both | ow and medi um
bandwi dth Iinks. Sinulations show that the tw ce algorithm conbined
with an explicit header request nmechani sm inproved throughput by

10- 15% over unconpressed sessions across a wi de range of bit error
rates.
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Miuch of this inprovement nmay have been due to the tw ce algorithm
qui ckly re-synchroni zing the deconpresser when a packet is |ost.
This is because the twice algorithm applied one or two tines when

t he deconpresser becones unsynchroni zed, will re-sync the
deconpresser in between 83% and 99% of the cases exam ned. This
nmeans that packets received correctly after tw ce has resynchronized
t he deconpresser will cause duplicate acknow edgnents. This re-
enabl es the use of both fast retransmt and SACK in conjunction wth
header conpression

3.7.3 Inplenentation |ssues

| mpl enenting TCP/ |1 P header conpression requires changes at both the
sendi ng (conpressor) and receiving (deconpresser) ends of each |ink
that uses conpression. The twice algorithmrequires very little
extra machi nery over and above header conpression, while the explicit
header request nechani sm of [DENP97] requires nore extensive

nodi fications to the sending and receiving ends of each Iink that
enpl oys header conpression. Header conpression does not violate
TCP s congestion control mechani snms and therefore can be safely

i mpl enented i n shared networKks.

3.7.4 Topol ogy Consi derations

TCP/ 1 P header conpression is applicable to all of the environnents
di scussed in section 2, but will provide relatively nore inprovenent
in situations where packet sizes are small (i.e., overhead is |arge)
and there is nmediumto | ow bandwi dth and/or hi gher BER Wen TCP' s
congestion wi ndow size is large, inplenenting the explicit header
request nechani sm the tw ce algorithm and caching packets which
fail to deconpress properly becones nore critical

3.7.5 Possible Interaction and Rel ati onships with O her Research

As di scussed above, |osing synchronizati on between a sender and
receiver can cause nany packet drops. The frequency of | osing
synchroni zati on and the effectiveness of the tw ce al gorithm may
point to using a SACK-based | oss recovery algorithmto reduce the
i mpact of nultiple |ost segnments. However, even very robust SACK-
based al gorithnms may not work well if too nmany segnents are |ost.

3.8 Sharing TCP State Anbng Similar Connections
3.8.1 Mtigation Description
Persistent TCP state information can be used to overcone |imtations

in the configuration of the initial state, and to automatically tune
TCP to environnents using satellite links and to coordinate nmultiple
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TCP connections sharing a satellite |ink

TCP includes a variety of paraneters, nmany of which are set to
initial values which can severely affect the performance of TCP
connections traversing satellite links, even though nost TCP
paranmeters are adjusted later after the connection is established.
These paraneters include initial size of cwnd and initial MSS size.
Vari ous suggestions have been nmade to change these initial
conditions, to nore effectively support satellite links. However, it
is difficult to select any single set of paraneters which is
effective for all environnents.

An alternative to attenpting to select these paraneters a-priori is
sharing state across TCP connections and using this state when
initializing a new connection. For exanple, if all connections to a
subnet result in extended congestion wi ndows of 1 negabyte, it is
probably nore efficient to start new connections with this val ue,
than to rediscover it by requiring the cwnd to increase using sl ow
start over a period of dozens of round-trip tines.

3.8.2 Research

Sharing state anong connections brings up a nunber of questions such
as what information to share, with whomto share, how to share it
and how to age shared information. First, what information is to be
shared nust be determi ned. Sone information may be appropriate to
share anong TCP connections, while sonme information sharing nmay be

i nappropriate or not useful. Next, we need to deternine with whomto
share information. Sharing nmay be appropriate for TCP connections
sharing a common path to a given host. [Information may be shared

anong connections within a host, or even anong connections between

di fferent hosts, such as hosts on the same LAN. However, sharing

i nformati on between connections not traversing the sane network may
not be appropriate. Gven the state to share and the parties that
share it, a mechanismfor the sharing is required. Sinple state,
like MBS and RTT, is easy to share, but congestion wi ndow i nformation
can be shared a variety of ways. The sharing nmechani sm det ermi nes
priorities anong the sharing connections, and a variety of fairness
criteria need to be considered. Also, the nechanisns by which
information is aged require further study. See RFC 2140 for a

di scussion of the security issues in both sharing state within a

si ngl e host and sharing state anong hosts on a subnet. Finally, the
security concerns associated with sharing a piece of information need
to be carefully considered before introducing such a nechanism Many
of these open research questions nust be answered before state
sharing can be wi dely depl oyed.
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The opportunity for such sharing, both anbng a sequence of
connections, as well as anbng concurrent connections, is described in
nore detail in [Tou97]. The state managenent itself is largely an

i mpl enentati on i ssue, however what information should be shared and
the specific ways in which the information should be shared is an
open questi on.

Sharing parts of the TCB state was originally docunented in T/ TCP
[Bra92], and is used there to aggregate RTT val ues across connection
i nstances, to provide neani ngful average RTTs, even though nost
connections are expected to persist for only one RTT. T/ TCP al so
shares a connection identifier, a sequence nunber separate fromthe
wi ndow nunber and address/port pairs by which TCP connections are
typically distinguished. As a result of this shared state, T/TCP

all ows a receiver to pass data in the SYN segnent to the receiving
application, prior to the conpletion of the three-way handshake,

wi t hout conpronmising the integrity of the connection. In effect, this
shared state caches a partial handshake from the previous connection
which is a variant of the nore general issue of TCB sharing.

Sharing state anong connections (including transfers using non-TCP
protocols) is further investigated in [BRS99].

3.8.3 Inplenentation |ssues

Sharing TCP state across connections requires changes to the sender’s
TCP stack, and possibly the receiver’'s TCP stack (as in the case of
T/ TCP, for exanple). Sharing TCP state nay make a particular TCP
connection nore aggressive. However, the aggregate traffic should be
nore conservative than a group of independent TCP connecti ons.
Therefore, sharing TCP state should be safe for use in shared
networks. Note that state sharing does not present any new security

problens within nmultiuser hosts. 1In such a situation, users can
steal network resources fromone another with or without state
shari ng.

3. 8.4 Topol ogy Consi derations

It is expected that sharing state across TCP connections may be
useful in all network environnments presented in section 2.
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3.8.5 Possible Interaction and Rel ati onships with O her Research

The state sharing outlined above is very sinlar to the Congestion
Manager proposal [BRS99] that attenpts to share congestion control
i nformation anong both TCP and UDP fl ows between a pair of hosts.

3.9 ACK Congestion Contro

In highly asymretric networks, a lowspeed return link can restrict
the performance of the data flow on a high-speed forward |ink by
limting the flow of acknow edgnents returned to the data sender

For exanple, if the data sender uses 1500 byte segnents, and the
recei ver generates 40 byte acknow edgnments (I Pv4, TCP without
options), the reverse link will congest with ACKs for asymetries of
nore than 75:1 if delayed ACKs are used, and 37:1 if every segnent is
acknow edged. For a 1.5 M/ second data |ink, ACK congestion will
occur for reverse |link speeds bel ow 20 kil obits/sec. These |evels of
asymetry will readily occur if the reverse link is shared anong
multiple satellite receivers, as is comon in many VSAT satellite
networks. If a terrestrial nodemlink is used as a reverse |link, ACK
congestion is also likely, especially as the speed of the forward
link is increased. Current congestion control mechani sns are ai ned
at controlling the flow of data segnents, but do not affect the flow
of ACKs.

In [ KVRO8] the authors point out that the flow of acknow edgnents can
be restricted on the | owspeed Iink not only by the bandwi dth of the
link, but also by the queue length of the router. The router may
limt its queue length by counting packets, not bytes, and therefore
begi n di scarding ACKs even if there is enough bandwi dth to forward

t hem

3.9.1 Mtigation Description

ACK Congestion Control extends the concept of flow control for data
segnents to acknow edgnent segnents. |In the nethod described in

[ BPKO7], any internediate router can mark an acknow edgnent with an
Explicit Congestion Notification (ECN) bit once the queue occupancy
in the router exceeds a given threshold. The data sender (which
recei ves the acknow edgnent) nust "echo" the ECN bit back to the data
receiver (see section 3.3.3 for a nore detailed di scussion of ECN).
The proposed algorithmfor nmarking ACK segnents with an ECN bit is
Random Early Detection (RED) [FJ93]. |In response to the receipt of
ECN mar ked data segments, the receiver will dynam cally reduce the
rate of acknow edgnents using a nmultiplicative backoff. Once
segrments wi thout ECN are received, the data receiver speeds up

acknow edgnents using a linear increase, up to a rate of either 1 (no
del ayed ACKs) or 2 (normal delayed ACKs) data segnents per ACK. The
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aut hors suggest that an ACK be generated at | east once per w ndow,
and ideally a few times per w ndow.

As in the RED congestion control nechanismfor data flow, the

bottl eneck gateway can randomy di scard acknow edgnents, rather than
mar ki ng themw th an ECN bit, once the queue fills beyond a given

t hreshol d.

3.9.2 Research

[ BPKO7] anal yze the effect of ACK Congestion Control (ACC) on the
performance of an asymetric network. They note that the use of ACC
and i ndeed the use of any schene which reduces the frequency of
acknow edgnments, has potential unwanted side effects. Since each ACK
wi | I acknowl edge nore than the usual one or two data segnents, the

i kelihood of segnment bursts fromthe data sender is increased. In
addi ti on, congestion w ndow growh may be inpeded if the receiver
grows the wi ndow by counting received ACKs, as nandated by

[ Ste97, APS99]. The authors therefore conmbine ACC with a series of
nodi fications to the data sender, referred to as TCP Sender
Adaptation (SA). SA conbines a limt on the nunber of segnents sent
in a burst, regardless of window size. |n addition, byte counting
(as opposed to ACK counting) is enployed for wi ndow growth. Note
that byte counting has been studied el sewhere and can introduce
side-effects, as well [AlIl98].

The results presented in [BPKO7] indicate that using ACC and SA wi ||
reduce the bursts produced by ACK | osses in unnodified (Reno) TCP.
In cases where these bursts would lead to data |oss at an

i nternediate router, the ACC and SA nodification significantly

i nprove the throughput for a single data transfer. The results
further suggest that the use of ACC and SA significantly inprove
fairness between two sinultaneous transfers.

ACC is further reported to prevent the increase in round trip tinme
(RTT) that occurs when an unnodified TCP fills the reverse router
gueue with acknow edgments.

In networks where the forward direction is expected to suffer |osses
in one of the gateways, due to queue linitations, the authors report
at best a very slight inprovenent in performance for ACC and SA,
conpared to unnodi fi ed Reno TCP.
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3.9.3 Inplenmentation |Issues

Both ACC and SA require nodification of the sending and receiving
hosts, as well as the bottleneck gateway. The current research
suggests that inplenenting ACC without the SA nodifications results
in a data sender which generates potentially disruptive segment
bursts. It should be noted that ACC does require host nodifications
if it is inplemented in the way proposed in [BPK97]. The authors
note that ACC can be inplenented by di scardi ng ACKs (which requires
only a gateway nodification, but no changes in the hosts), as opposed
to marking themwith ECN. Such an inplementation may, however,
produce bursty data senders if it is not conbined with a burst
mtigation technique. ACC requires changes to the standard ACKi ng
behavi or of a receiving TCP and therefore is not recommended for use
in shared networks.

3.9.4 Topol ogy Consi derations

Neit her ACC nor SA require the storage of state in the gateway.
These schenes should therefore be applicable for all topol ogies,
provi ded that the hosts using the satellite or hybrid network can be
nodi fi ed. However, these changes are expected to be especially
beneficial to networks containing asymretric satellite links.

3.9.5 Possible Interaction and Rel ati onships with O her Research

Note that ECN is a pre-condition for using ACK congestion control
Additionally, the ACK Filtering al gorithmdiscussed in the next
section attenpts to solve the sane problemas ACC. Choosing between
the two algorithms (or another mechanism is currently an open
research question.

3.10 ACK Filtering

ACK Filtering (AF) is designed to address the same ACK congestion
effects described in 3.9. Contrary to ACC, however, AF is designed
to operate wi thout host nodifications.

3.10.1 Mtigation Description

AF takes advantage of the cunul ati ve acknow edgrment structure of TCP
The bottleneck router in the reverse direction (the | ow speed I|ink)
nmust be nodified to inplenent AF. Upon receipt of a segnent which
represents a TCP acknow edgnent, the router scans the queue for
redundant ACKs for the sane connection, i.e. ACKs whi ch acknow edge
portions of the w ndow which are included in the nbost recent ACK

Al'l of these "earlier" ACKs are renoved fromthe queue and di scarded.
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The router does not store state information, but does need to
i npl enent the additional processing required to find and renove
segnments fromthe queue upon receipt of an ACK

3.10.2 Research

[ BPK97] anal yzes the effects of AF. As is the case in ACC, the use
of ACK filtering al one would produce significant sender bursts, since
the ACKs will be acknow edgi ng nore previously-unacknow edged data
The SA nodifications described in 3.9.2 could be used to prevent
those bursts, at the cost of requiring host nodifications. To
prevent the need for nodifications in the TCP stack, AF is nore
likely to be paired with the ACK Reconstruction (AR) techni que, which
can be inplenented at the router where segnents exit the slow reverse
i nk.

AR inspects ACKs exiting the link, and if it detects large "gaps" in
the ACK sequence, it generates additional ACKs to reconstruct an
acknow edgnment fl ow which nore closely resenbl es what the data sender
woul d have seen had ACK Filtering not been introduced. AR requires
two paraneters; one paraneter is the desired ACK frequency, while the
second controls the spacing, in tinme, between the rel ease of
consecutive reconstructed ACKs.

In [BPK97], the authors show the combination of AF and AR to increase
t hroughput, in the networks studied, over both unnodified TCP and the
ACC/ SA nodifications. Their results also strongly suggest that the
use of AF alone, in networks where congestion | osses are expected,
decreases performance (even bel ow the [ evel of unnodified TCP Reno)
due to sender bursting.

AF del ays acknow edgnments fromarriving at the receiver by dropping
earlier ACKs in favor of later ACKs. This process can cause a slight
hiccup in the transmni ssion of new data by the TCP sender

3.10.3 Inplementation |Issues

Both ACK Filtering and ACK Reconstruction require only router

nodi fication. However, the inplenentation of AR requires sone
storage of state information in the exit router. While AF does not
requi re storage of state information, its use without AR (or SA)
coul d produce undesired side effects. Furthernore, nore research is
requi red regardi ng appropriate ranges for the paraneters needed in
AR
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3.10. 4 Topol ogy Consi derati ons

AF and AR appear applicable to all topol ogies, assuning that the
storage of state information in AR does not prove to be prohibitive
for routers which handle | arge nunbers of flows. The fact that TCP
stack nodifications are not required for AF/ AR makes this approach
attractive for hybrid networks and networks with diverse types of
hosts. These nodifications, however, are expected to be nost
beneficial in asymetric network paths.

On the other hand, the inplementation of AF/AR requires the routers
to exam ne the TCP header, which prohibits their use in secure

net wor ks where | PSEC i s deployed. |In such networks, AF/ AR can be
effective only inside the security perimeter of a private, or virtua
private network, or in private networks where the satellite link is
protected only by |ink-layer encryption (as opposed to I PSEC). ACK
Filtering is safe to use in shared networks (from a congestion
control point-of-view), as the nunber of ACKs can only be reduced,
whi ch makes TCP | ess aggressive. However, note that while TCP is

| ess aggressive, the delays that AF induces (outlined above) can I|ead
to larger bursts than woul d otherw se occur

3.10.5 Possible Interaction and Rel ati onships with G her Research

ACK Filtering attenpts to solve the sanme probl em as ACK Congestion
Control (as outlined in section 3.9). Wich of the two algorithns is
nore appropriate is currently an open research question

4 Concl usi ons

This docunent outlines TCP itens that may be able to nitigate the
performance probl ens associated with using TCP in networks containing
satellite links. These mitigations are not |ETF standards track
mechani sns and require nore study before being recomended by the

| ETF. The research community is encouraged to exani ne the above
mtigations in an effort to determ ne which are safe for use in
shared networks such as the Internet.

5 Security Considerations

Several of the above sections noted specific security concerns which
a given mitigation aggravates.

Additionally, any formof w reless conmunication link is nore
suscepti bl e to eavesdropping security attacks than standard wre-
based links due to the relative ease with which an attacker can watch
the network and the difficultly in finding attackers nonitoring the
net wor k.
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